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Abstract

In this project, we examine basic localizers, a notion first introduced by Grothendieck
and then developed by Maltsiniotis. Furthermore, we study basic localizers associated
to derivators. We compute the basic localizer associated to the represented derivator
of each cocomplete and complete category, and the one associated to the homotopy
derivator of the category of simplicial sets equipped with the Quillen model structure.
Among other things, this allows us to find a characterization of initial and final functors
and of homotopy initial and homotopy final functors in terms of comma categories.
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1 Introduction
Universal properties in categories come in two flavours, which are dual to each other.

Colimits are universal objects under diagrams that are initial with this property, while
limits are universal objects over diagrams that are terminal with this property. In other
words, colimits have a “mapping-out” universal properties and limits have a “mapping-
in” universal property. More explicitly, let C be a category and A be a small category.
The colimit of a diagram F : A → C consists of a pair (colimA F, η : F ⇒ ∆ colimA F ),
where colimA F is an object of C and η is a natural transformation from the diagram F to
the constant diagram at the object colimA F , satisfying the following universal property:
for every pair (X, γ : F ⇒ ∆X), where X is an object of C and γ is a natural trans-
formation from the diagram F to the constant diagram at the object X, there exists a
unique morphism s : colimA F → X such that γ = ∆s ◦ η.

Fa Fa′

colimA F

X

ηa ηa′

∃! s
γa γa′

Dually, the limit of a diagram F : A → C consists of a pair (limA F, ε : ∆ limA F ⇒ F ),
where limA F is an object of C and ε is a natural transformation from the constant dia-
gram at the object limA F to the diagram F , satisfying the following universal property:
for every pair (Y, δ : ∆Y ⇒ F ), where Y is an object of C and δ is a natural transforma-
tion from the constant diagram at the object Y to the diagram F , there exists a unique
morphism t : Y → limA F such that δ = ε ◦∆t.

Fa Fa′

limA F

X

εa εa′

∃! t
δa δa′

When all colimits and limits of diagrams of shape A in C exist, they define two functors

colimA : CA → C and limA : CA → C.

The universal properties of colimits and limits imply then that these functors are part of
an adjunction with the diagonal functor ∆A : C → CA, sending an object to the constant
diagram at this object. Since the universal property of colimits gives a one-to-one corre-
spondence between the natural transformations γ : F ⇒ ∆X in CA and the morphisms
s : colimA F → X in C, the colimit functor defines a left adjoint to the diagonal functor
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and, since the universal property of limits gives a one-to-one correspondence between
the natural transformations δ : ∆Y ⇒ F in CA and the morphisms t : Y → limA F in C,
the limit functor defines a right adjoint to the diagonal functor.

C CA∆A

colimA

limA

⊥

⊥

More generally, when considering the object colimA F as a functor colimA F : 1→ C,
where 1 denotes the terminal category, the colimit of a diagram F : A→ C corresponds
to the data of the following left-hand diagram and the universal property of colimits can
be summarized as in the following right-hand diagram.

A

1

C

⇒

η

F

colimA F

A

1

C

⇒

γ

F

X =

A

1

C
F

colimA F

X⇒∃!s

⇒

η

This says in particular that the colimit of F is the left Kan extensions of F along the
unique functor A→ 1. Dually, there are similar diagrams for limits

A

1

C

⇒

ε

F

limA F

A

1

C

⇒

δ

F

X =

A

1

C
F

limA F

X

⇒
∃!t

⇒

ε

and this says that the limit of F is the right Kan extension of F along the unique functor
A→ 1.

These notions generalize from the special case A → 1 to every functor u : A → B
between small categories, replacing the colimit and limit objects by universal functors.
As generalized colimits, left Kan extensions are universal functors under diagrams that
are initial with this property and, as generalized limits, right Kan extensions are universal
functors over diagrams that are terminal with this property. Hence one could say that
left Kan extensions have a “natural mapping-out” universal property and right Kan
extensions have a “natural mapping-in” universal property.

As for colimits and limits, when all left and right Kan extensions of diagrams of
shape A in C along a functor u : A→ B exist, they define two functors

Lanu : CA → CB and Ranu : CA → CB.
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Moreover, the universal properties of left and right Kan extensions imply that these func-
tors define left and right adjoints respectively to the precomposition functor u∗ : CB → CA,
sending a diagram F : B → C to the diagram F ◦ u : A→ C.

CB CAu∗

Lanu

Ranu
⊥

⊥

For every category C, we can define a 2-functor C(−) : Catop → CAT, sending a small
category A to the category CA of diagrams of shape A, a functor u : A→ B between small
categories to the precomposition functor u∗ : CB → CA, and a natural transformation
α : u ⇒ v to the natural transformation α∗ : u∗ ⇒ v∗ defined by α∗F = Fα, for every
diagram F : B → C. In particular, when the category C is cocomplete and complete, the
left and right Kan extension functors along every functor u : A → B exist and we say
that the 2-functor C(−) : Catop → CAT admits Kan extensions. In this case, the Kan
extensions are moreover computed pointwise, which means that, for every u : A → B,
every F : A→ C and every b ∈ B, we have isomorphisms

Lanu F (b) ∼= colimu↓b F ◦ πb and Ranu F (b) ∼= limb↓u F ◦ πb,

where πb : u ↓ b→ A and πb : b ↓ u→ A denote the projection functors.

More generally, a 2-functor D : Catop → CAT is called a prederivator and is said to
admit Kan extensions if for every functor u : A → B the left and right adjoints of the
functor D(u) : D(B) → D(A) exist. We note u∗ = D(u) and denote the left and right
adjoints by u! and u∗ respectively.

D(B) D(A)u∗

u!

u∗

⊥

⊥

When considering a functor p : A→ 1 for a small category A, we note colimA = p! and
limA = p∗, and speak of colimits and limits of diagrams of shape A with respect to the
prederivator D. If a prederivator D admits Kan extensions, as before, we say that these
Kan extensions can be computed pointwise if there are natural isomorphisms

b∗u! ∼= colimu↓b(πb)∗ and b∗u∗ ∼= limb↓u(πb)∗

for every u : A → B and every b ∈ B. The two conditions we stated here, nominally
the existence and pointwise computation of Kan extensions, are two required axioms for
derivators. We also require that coproducts map to products and that the families of
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evaluation functors are conservative. With these axioms, we have a more general notion
of colimits and limits associated to each derivator. For example, when a category C is
cocomplete and complete, the represented prederivator associated to this category is a
derivator, called the represented derivator of C, and the colimits and limits with respect
to this derivator correspond to the usual colimits and limits in C.

Initial and final functors are notions related to limits and colimits. A functor
u : A→ B is said to be initial if it preserves limits under precomposition, i.e. if, for
every complete category C and every diagram F : B → C, we have an isomorphism

limB F ∼= limA F ◦ u.

Dually, a functor u : A→ B is said to be final if it preserves colimits under precomposi-
tion, i.e. if, for every cocomplete category C and every diagram F : B → C, we have an
isomorphism

colimA F ◦ u ∼= colimB F.

These definitions are also equivalent to saying that there are natural isomorphisms

limB
∼= limA u

∗ and colimA u
∗ ∼= colimB

respectively with respect to every represented derivator. In particular, there exists a sur-
prising characterization of these initial and final functors in terms of comma categories:
a functor u : A→ B is initial if and only if the comma category u ↓ b is non-empty and
connected for every b ∈ B, and a functor u : A → B is final if and only if the comma
category b ↓ u is non-empty and connected for every b ∈ B.

Define W0 to be the class of functors u : A→ B between small categories such that
the map π0(u) : π0(A)→ π0(B) is an isomorphism. Then a category A is non-empty and
connected if and only if the unique functor A→ 1 belongs toW0. By the characterization
of initial functors, this shows that a functor u : A→ B is initial if and only if the functor
u ↓ b → 1 belongs to W0 for every b ∈ B. We focus in the rest of the introduction on
initial functors, but one could dualize every statement to final functors.

The class W0 actually satisfies the axioms of a basic localizer. A basic localizer is a
class W of functors between small categories that is weakly saturated, that contains the
functor A→ 1 for every small category A admitting a terminal object, and that contains
allW-local functors, i.e. all functors u : A→ B such that, for every commutative triangle

A B

C

u

v w

the functor uc : v ↓ c→ w ↓ c induced by u belongs toW for every c ∈ C. IfW is a basic
localizer, a small category A is called W-aspherical if the unique functor A→ 1 belongs
to W, and a functor u : A → B is called W-aspherical if the comma category u ↓ b is
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W-aspherical for every b ∈ B. Motivated by the example of W0, the terminology of
W-connected category and W-initial functor would have made sense too. This termi-
nology makes even more sense once we have defined a basic localizer associated to each
derivator. In fact, if D is a derivator, the basic localizer WD associated to D is defined
in such a way that the WD-aspherical functors correspond to the functors that preserve
limits under precomposition, i.e. the functors u : A → B such that we have a natural
isomorphism

limB
∼= limA u

∗,

where limA and limB denote the limits of diagrams of shape A and B respectively with
respect to D, and u∗ = D(u). In particular, every basic localizer associated to a repre-
sented derivator contains the fundamental basic localizer W0.

There is also another notion of colimits and limits: the homotopy colimit and the
homotopy limit. LetM be a model category and A be a small category. When the weak
equivalences are defined levelwise in MA, the diagonal functor ∆A : M → MA pre-
serves weak equivalences and hence induces a functor ∆A : Ho(M)→ Ho(MA) between
their homotopy category. The homotopy colimit and the homotopy limit of diagrams of
shape A are then defined to be the left and right adjoint respectively of this induced
functor, when they exist.

Ho(M) Ho(MA)∆A

hocolimA

holimA

⊥

⊥

The 2-functor Ho(M(−)) : Catop → CAT, sending a small category A to the homo-
topy category Ho(MA) with the weak equivalences defined levelwise in MA, a func-
tor u : A → B to the functor u∗ : Ho(MB)→ Ho(MA) induced by the precomposition
functor u∗ : MB →MA, and a natural transformation α : u⇒ v to the obvious natural
transformation induced by α∗ : u∗ ⇒ v∗, actually defines a derivator, called the homo-
topy derivator ofM. Homotopy initial functors are defined as the functors that preserve
homotopy limits under precomposition. In other words, a functor u : A → B is homo-
topy initial if, for every model category M and every diagram F ∈ Ho(MB), we have
an isomorphism

holimB F ∼= holimA F ◦ u.

This is equivalent to saying that we have a natural isomorphism

holimB
∼= holimA u

∗

with respect to every model categoryM, or that we have a natural isomorphism

limB
∼= limA u

∗
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with respect to every homotopy derivator.
Consider the category of simplicial sets sSet equipped with the Quillen model struc-

ture. The basic localizer associated to its homotopy derivator is the classW∞ of functors
between small categories whose nerve is a weak homotopy equivalence of simplicial sets.
Then a small category is W∞-aspherical if its nerve is homotopy equivalent to a point,
and a functor u : A → B is W∞-aspherical if the nerve of the comma category u ↓ b
is homotopy equivalent to a point for every b ∈ B. Moreover, Cisinski shows that
the basic localizer W∞ is the minimal one and this gives us the following characteriza-
tion of homotopy initial functors: a functor u : A→ B is homotopy initial if and only if
the nerve of the comma category u ↓ b is homotopy equivalent to a point for every b ∈ B.

In conclusion, derivators are vehicles to develop the calculus of limits and colimits in
classical and more exotic settings and basic localizers allow us to characterize the “initial”
and “final” functors with respect to each derivator in terms of comma categories.

Overview

In the first part of this project, we present the necessary background material on
Kan extensions and derived functors. This is the content of Section 2. In the second
part, we develop the theory of derivators and their basic localizers. The axioms for
derivators are presented in Section 3, while the ones for basic localizers are presented
in Section 4. In Section 5, we construct a basic localizer associated to each derivator.
Our two main examples of derivators are presented in Sections 3 and 6: the represented
derivator associated to a cocomplete and complete category and the homotopy derivator
associated to a combinatorial model category. We also compute the basic localizer asso-
ciated to some of these derivators in Sections 5 and 6. Finally, the third part presents
some applications of the theory of derivators and basic localizers to the calculus of limits
and colimits. Section 7 contains three problems about general pullback squares, and
Section 8 contains a characterization for initial and homotopy initial functors, and some
general results about colimits and limits.

Let CAT be the 2-category of all categories, functors and natural transformations.
Then CAT has a full 2-subcategory Cat whose objects are the small categories. Deriva-
tors are 2-functors Catop → CAT, called prederivators, satisfying four axioms: coprod-
ucts map to products, every family of evalutation functors is conservative, left and right
adjoints of every precomposition functor exist, and these adjoints are computed point-
wise.

As a first example, for a category C, the 2-functor

C(−) : Catop → CAT, A 7→ CA,

called the represented prederivator of C, could be an example of a derivator, but under
which conditions? In this case, the third axiom requires that the left and right ad-
joints of every precomposition functor exist, while the axiom of pointwise computation
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requires that these adjoints are computed as colimits or limits over comma categories
at each point. In Section 2.1, we introduce the notion of Kan extensions along a func-
tor u : A→ B in Cat, which define the left and right adjoints of the precomposition
functor u∗ : CB → CA when they exist. Moreover, when the category C is cocomplete
and complete, these Kan extensions always exist and can be computed as the required
colimits and limits, as shown in Section 2.2. This allows us to prove that the 2-functor
C(−) : Catop → CAT is a derivator for a cocomplete and complete category C (see Theo-
rem 3.3.2).

As a second example, for a model categoryM, the 2-functor

Ho(M(−)) : Catop → CAT, A 7→ Ho(MA),

where the weak equivalences are defined levelwise, is also a derivator, called the homotopy
derivator (see Section 6.1). Since a model category is cocomplete and complete, it admits
a represented derivator. Then the image of a functor under the homotopy derivator is the
total derived functor of the precomposition functor and the homotopy Kan extensions
are constructed as the left and right total derived functors of the left and right adjoints of
the precomposition functor respectively, which exist since the represented prederivator
is a derivator. These total derived functors are defined in Section 2.4. Moreover, when
the considered model category is combinatorial, the adjunctions of the precomposition
functor with its Kan extensions are Quillen pairs, while equipping the categories with
the projective or injective model structures. Therefore we show in Section 2.5 that, if an
adjunction is a Quillen pair, their left and right total derived functors respectively give
rise to an adjunction between the homotopy categories.

The axiom about pointwise computations of Kan extensions can also be expressed
in terms of Beck-Chevalley squares. In fact, the pointwise computation of the Kan
extensions in the case of a represented derivator C(−) : Catop → CAT corresponds to the
fact that the squares

CA

CB

Cu↓b

C

u∗

(πb)∗

∆u↓b

b∗

⇒ν∗

CA

CB

Cb↓u

C

u∗

(πb)∗

∆b↓u

b∗

⇒
µ∗

are Beck-Chevalley, which means that the left and right mates respectively are natural
isomorphisms

colimu↓b(πb)∗ ∼= b∗ Lanu and b∗Ranu ∼= limb↓u(πb)∗

(see Section 2.3). Before stating the axioms for derivators, we first introduce in Sec-
tion 3.1 the notion of Beck-Chevalley squares and prove that a square is left Beck-
Chevalley if and only if it is right Beck-Chevalley. When a prederivator D : Catop → CAT
is a derivator, all left and right Kan extensions exist and the mates of every square in Cat
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under D are well-defined. Hence the notion of left and right Beck-Chevalley squares co-
incide in this case and gives rise to a notion of D-Beck-Chevalley square (Section 5.2). In
Section 3.2, we define prederivators and give some previous result about those 2-functors.
Finally, in Section 3.3, we state the four axioms of derivators and prove that the repre-
sented prederivator of a cocomplete and complete category is a derivator.

A basic localizer is a classW of functors in Cat that is weakly saturated (in the sense
of Grothendieck), that contains the functor A→ 1 for all small categories A admitting
a terminal or initial object, and that contains the W-local and W-colocal functors (see
Section 4.1). To each derivator can be associated such a basic localizer (Section 5.1)
and this gives rise to a characterization of the D-Beck-Chevalley squares (Section 5.2).
In fact, there exist two properties of squares in Cat coming from a basic localizer W:
the W-exact squares (Section 4.2) and the weak W-exact squares (Section 4.3), where
the latter requires a stronger condition than the former. If WD denotes the basic lo-
calizer associated to a derivator D, the notions of weak WD-exact squares and D-Beck-
Chevalley squares coincide and, in most cases, the notions of WD-exact squares and
D-Beck-Chevalley squares are the same. This characterization of the D-Beck-Chevalley
squares allows us among others to show that the notions of WD-aspherical functor and
D-initial functors coincide, where a WD-aspherical functor u : A → B is such that the
functor u ↓ b → 1 belongs to WD for every b ∈ B, and a D-initial functor u : A → B is
such that the mate

limB
∼= limA u

∗

is a natural isomorphism, where limA and limB denote the limits of diagrams of shapes A
and B respectively with respect to the derivator D. In particular, if we compute the
basic localizer associated to each represented derivator, we obtain that it contains the
fundamental basic localizer W0, which consists of all functors u : A→ B that induces a
bijection π0(u) : π0(A)→ π0(B), and this gives us the following characterization of initial
functors in terms of comma categories: a functor u : A → B is initial if and only if the
comma category u ↓ b is non-empty and connected for every b ∈ B (see Corollary 8.1.4).

Once initial functors are characterized, we also want to characterize the homotopy
initial functors. Since a homotopy initial functor u : A→ B is such that the mate

holimB
∼= holimA u

∗

is a natural isomorphism, the idea is to compute the basic localizer of each homotopy
derivator. It actually suffices to compute the one associated to the homotopy derivator
of the category of simplicial sets sSet equipped with the Quillen model structure, since
this is the minimal basic localizer, a result due to Cisinski (see [Cis04], Theorem 2.2.11).
In fact, the basic localizer associated to this derivator is the classW∞ of functors in Cat,
whose nerve is a weak homotopy equivalence of simplicial sets. This is not surprizing
since the weak equivalences in the Quillen model structure correspond to the weak
homotopy equivalences. An idea to go further in this theory would be to compute the
basic localizer associated to the homotopy derivator of the category of simplicial sets
equipped with another model structure, and this latter would probably correspond to
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the class of functors whose nerve is a weak equivalence in this model structure. Back
to our problem, these results give us the following characterization of homotopy initial
functors in terms of comma categories: a functor u : A → B is homotopy initial if and
only if the nerve of the comma category u ↓ b is homotopy equivalent to a point for
every b ∈ B (see Corollary 8.2.5).

In order to compute the basic localizer associated to the homotopy derivator of sSet,
we first give, in Section 6.1, a proof of the fact that the homotopy derivator of a com-
binatorial model category actually defines a derivator. Then, in Section 6.2, we show
that a Quillen equivalence gives rise to an equivalence of derivators and hence that they
have the same basic localizer. Thomason defines a model structure on Cat such that
the weak equivalences correspond to the class W∞ and Fritsch and Latch prove that
there is a Quillen equivalence between the categories Cat equipped with the Thoma-
son model structure and the category sSet equipped with the Quillen model structure.
These results, presented in Section 6.4, imply that the homotopy derivators associated
to these two categories have the same basic localizer and, since Maltsiniotis shows that
the basic localizer associated to the derivator corresponding to the localization of Cat
at a basic localizer W is W (see [Mal05], Proposition 3.1.10), this finally shows that the
basic localizer associated to the homotopy derivator of sSet equipped with the Quillen
model structure is W∞.

Section 7 is an application of the theory of derivators to general pullback squares,
also called cartesian squares. In Section 7.1, we characterize the cartesian squares in
terms of right D-Beck-Chevalley square at a diagram, which are squares in Cat such
that the component at this diagram of the mate of the image of the square under D
is an isomorphism, where D is a derivator. Three problems with cartesian squares are
then solved using this characterization in Sections 7.2, 7.3, and 7.4. The first one is the
pullback composition and cancellation problem. More explicitly, we show that if we have
a diagram

X00 X10

X01 X11

X20

X21

such that the right square is cartesian, then the left square is cartesian if and only if the
exterior square is cartesian. After that, we adapt the proof of the first problem to show
that if we have a diagram

X011 X111

X110

X101
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and we construct each square one after another as a pullback square in order to obtain
a diagram

X011 X111

X110

X101X001

X100X000

then the object X000 corresponds to the limit of the first diagram considered. Finally,
for the last problem, we consider a cube

X011 X111

X110

X101X001

X100X000

X010

such that the front and back faces are cartesian and construct the pullback of its left
and right face in order to obtain a diagram

X011 X111

X110

X101X001

X100X000

X010

XAXB

The aim here is to show that the square

X000 X100

XB XA

is cartesian.

In Sections 8.1 and 8.2, a proof of the characterizations of initial and homotopy ini-
tial functors can be found. In these sections, we define the initial and homotopy initial

10



functors using their comma category characterizations and we show that they corre-
spond to the functors that preserve limits under precomposition with respect to every
derivator whose basic localizer contains the fundamental one and with respect to all
derivators respectively. Finally, we show three general results about limits and colimits
in Section 8.3. The first one is Fubini’s theorem for limits and colimits. Then we adapt
the computation of limits and colimits of shape the coproduct of two categories to every
derivator. Finally, using the characterization of Section 7.1, we show that the right Kan
extension of the inclusion i : A→ A M, where A M denotes the cone category over A, sends
a diagram of shape A to its limit cone, with respect to every derivator.

Most of the definitions and results in Section 2 come from [Rie16]. In Section 2.5,
we use results from [Hir03], Sections 7.7 and 8.5, and [DS95], Section 9.

Section 3.1 about Beck-Chevalley squares follows [Gro], Section 8. In Section 3.2,
prederivators are defined the way Groth did and we adapt some definitions and results
from [Mal01], Section 1.3, to this definition. Maltsiniotis actually defines prederivators
as 2-functors Catcoop → CAT, which implies that the 2-arrows are also reversed.

All definitions and results in Sections 4 and 5 come from [Mal11], but we adapted
the results of Section 5 to the definition of derivators of Groth.

Section 6.1 about the homotopy derivator associated to a combinatorial model cat-
egory is inspired by [Gro], Appendix B.3. The fact that the projective and injective
model structures are well-defined for a combinatorial model category is a result that
can be found in [Lur09], Proposition A.2.8.2. The definition of equivalences of derivator
we give in Section 6.2 follows from a result in [Gro13], Proposition 2.9. The results
about the basic localizer W∞ presented in Section 6.3 are due to Cisinski, see [Cis04].
In Section 6.4, most of the results come from [Tho80], Sections 3 and 4, and [FL79].

The characterization of cartesian squares of Section 7.1 is inspired by results from
[Gro], Section 8.2. The dual problem of the one presented in Section 7.2 can be found
in [Gro], Section 9.3.
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2 Kan Extensions and Derived Functors
In this Section, we introduce the background notions we need, nominally the notions

of Kan extensions and of derived functors. In Section 2.1, we first define Kan exten-
sions and show that, if C is a category and all left and right Kan extensions along a
functor u : A → B of Cat in C exist, they define left and right adjoint functors to the
precomposition functor u∗ : CB → CA. In Section 2.2, we introduce comma categories
in order to show that left and right Kan extensions can be computed “pointwise” as
colimits and limits respectively over these comma categories, when all these colimits and
limits exist. Corollary 2.2.7 says that, when a category is cocomplete and complete,
the left and right Kan extensions along every functor in Cat exist and are computed
pointwise. This allows us later to check that the represented prederivator associated to
a cocomplete and complete category is a derivator. In Section 2.3, we express limits and
colimits of diagrams of shape A as left and right Kan extensions along the unique functor
A → 1 and give a characterization of the pointwise computation of Kan extensions in
terms of comma squares. This criterion is useful when proving the axiom of pointwise
computation for represented derivator.

In Section 2.4, we introduce left and right total derived functors as generalized Kan
extensions along the localization functor of a model category. We prove that, if we
have an adjunction where the left adjoint is left deformable and the right adjoint is right
deformable, then their left and right total derived functors respectively exist and form an
adjunction between the homotopy categories. This allows us to show, in Section 2.5, that
a Quillen pair gives rise to an adjunction between the homotopy categories. In fact, the
left Quillen functor is left deformable with respect to the cofibrant replacement, while
the right Quillen functor is right deformable with respect to the fibrant replacement.
Finally, the last result says that a Quillen equivalence induces an equivalence between
the homotopy categories. This result is useful to show that two homotopy derivators are
equivalent when there is a Quillen equivalence between their underlying categories.

2.1 Definition and Adjunctions of Kan Extensions

We first define left and right Kan extensions, which are sort of generalized colimits
and limits along functors. The goal here is to show that, when all Kan extensions
along a functor in Cat exist, they define functors that are left and right adjoints to the
precomposition functor. We consider different sorts of functors: the functors in Cat
between small categories and the functors from a small category to a large category,
which we call diagrams.

Definition 2.1.1. Let u : A→ B be a functor in Cat and F : A→ C be a diagram.

(i) A left Kan extension of F along u is a diagram Lanu F : B → C together with
a natural transformation η : F ⇒ Lanu F ◦ u, called the unit transformation,
satisfying the universal property: for every diagram G : B → C and every nat-
ural transformation γ : F ⇒ G ◦ u, there exists a unique natural transformation
α : Lanu F ⇒ G such that γ = αu ◦ η.

14



A

B

C

⇒

η

F

u Lanu F

A

B

C

⇒

γ

F

u G =

A

B

C
F

u
Lanu F

G⇒∃!α

⇒

η

(ii) A right Kan extension of F along u is a diagram Ranu F : B → C together with
a natural transformation ε : Ranu F ◦u⇒ F , called the counit transformation,
satisfying the universal property: for every diagram G : B → C and every nat-
ural transformation δ : G ◦ u ⇒ F , there exists a unique natural transformation
β : G⇒ Ranu F such that δ = ε ◦ βu.

A

B

C

⇒

ε

F

u Ranu F

A

B

C

⇒

δ

F

u G =

A

B

C
F

u
Ranu F

G

⇒
∃!β

⇒

ε

Let 1 denote the terminal category. The idea that Kan extensions are generalised
colimits and limits comes from the fact that a left (resp. right) Kan extension of a
diagram F : A→ C along the unique functor A→ 1 is actually the colimit (resp. limit)
of F in C, when it exists (see Section 2.3).
Remark 2.1.2. Left and right Kan extensions are dual in the sense of “co”, i.e. by re-
versing the natural transformations, we obtain a left Kan extension from a right Kan
extension and conversely.

When all Kan extensions along a functor u : A→ B exist, we can define two functors
Lanu : CA → CB and Ranu : CA → CB. Then we check that they define left and right
adjoints to the precomposition functor u∗ : CB → CA.
Remark 2.1.3. If the left and right Kan extensions of every diagram F : A → C along
u : A→ B exist, we can define two functors Lanu,Ranu : CA → CB sending a diagram in
CA to its left or right Kan extension. For a natural transformation α : F ⇒ F ′ in CA, we
define Lanu(α) : Lanu F ⇒ Lanu F ′ to be the unique morphism given by the universal
property in the following diagram

A

B

C
F

F ′
u Lanu F ′

⇒

α

⇒

η′ =

A

B

C
F

u
Lanu F

Lanu F ′

⇒

η

⇒∃!

where η and η′ denote the unit transformation of Lanu F and Lanu F ′ respectively. In
particular, we have η′ ◦ α = Lanu(α)u ◦ η.
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Dually, we define Ranu(α) : Ranu F ⇒ Ranu F ′ to be the unique morphism given by
the universal property in the following diagram

A

B

C
F

F ′

u Ranu F

⇒

α

⇒

ε =

A

B

C
F ′

u
Ranu F ′

Ranu F

⇒

ε′

⇒
∃!

where ε and ε′ denote the counit transformation of Ranu F and Ranu F ′ respectively. In
particular, we have α ◦ ε = ε′ ◦ Ranu(α)u.

Proposition 2.1.4. Let u : A → B be a functor in Cat and C be a category. If the
left and right Kan extensions of every diagram F : A → C along u exist, the following
adjunctions hold.

CA CBu∗

Lanu

Ranu

⊥

⊥

Proof. To show that Ranu ` u∗, for F : A→ C and G : B → C, we define

ΨF,G : CB(G,Ranu F )→ CA(G ◦ u, F ), β 7→ ε ◦ βu,

where ε : Ranu F ◦u⇒ F denotes the counit transformation of Ranu F . By the universal
property of right Kan extensions, ΨF,G is an isomorphism. Moreover, it is natural in F
and in G. To see this, if we consider G′ : B → C, for every α : G ⇒ G′, the following
diagram commutes.

CB(G′,Ranu F ) CA(G′ ◦ u, F )

CB(G,Ranu F ) CA(G ◦ u, F )

ΨF,G′

α∗

ΨF,G

(αu)∗

To see this
(αu)∗ΨF,G′(β) = (αu)∗(ε ◦ βu) = ε ◦ βu ◦ αu

ΨF,Gα
∗(β) = ΨF,G(β ◦ α) = ε ◦ (β ◦ α)u

and the two composites are equal since u∗ is a functor. Similarly, if we consider
F ′ : A→ C, for every γ : F ⇒ F ′, the following diagram commutes.
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CB(G,Ranu F ) CA(G ◦ u, F )

CB(G,Ranu F ′) CA(G ◦ u, F ′)

ΨF,G

(Ranu γ)∗

ΨF ′,G

γ∗

To see this

γ∗ΨF,G(β) = γ∗(ε ◦ βu) = γ ◦ ε ◦ βu
ΨF ′,G(Ranu γ)∗(β) = ΨF ′,G(Ranu γ ◦ β) = ε′ ◦ (Ranu γ ◦ β)u = ε′ ◦ Ranu(γ)u ◦ βu

and the two composites are equal since γ ◦ ε = ε′ ◦ Ranu(γ)u by construction (see
Remark 2.1.3). Hence we have defined an isomorphism CB(G,Ranu F ) ∼= CA(G ◦ u, F )
which is natural in both variables. This proves that Ranu is the right adjoint of u∗.

The proof of the adjunction Lanu F a u∗ is dual, with the natural isomorphism
defined by

ΦF,G : CB(Lanu F,G)→ CA(F,G ◦ u), α 7→ αu ◦ η,

for every F : A → C and G : B → C, where η : F ⇒ Lanu F ◦ u denotes the unit trans-
formation of Lanu F .

Remark 2.1.5. The unit transformations η : F ⇒ Lanu F ◦u form the components of the
unit of the adjunction Lanu a u∗ and the counit transformations ε : Ranu F ◦ u ⇒ F
form the components of the counit of the adjunction u∗ a Ranu.

2.2 Comma Categories and Kan Extensions computed as (Co)limits

Pointwise Kan extensions are diagrams that are computed as colimits or limits over
comma categories at each point. To make sense of this, we first introduce comma
categories.

Definition 2.2.1. Let u : A→ B be a functor in Cat and b ∈ B.

(i) The comma category u ↓ b has

• as objects, pairs (a, f : u(a)→ b) where a ∈ A and f is a morphism in B and
• as morphisms (a, f) → (a′, f ′), a morphism h : a → a′ in A such that the

following diagram commutes.

u(a) u(a′)

b

u(h)

f f ′
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(ii) The dual comma category b ↓ u has

• as objects, pairs (a, f : b→ u(a)) where a ∈ A and f is a morphism in B and
• as morphisms (a, f) → (a′, f ′), a morphism h : a → a′ in A such that the

following diagram commutes.

u(a) u(a′)

b

u(h)

f f ′

Remark 2.2.2. There are canonical projection functors from the comma categories
u ↓ b and b ↓ u to A. We denote them by πb : u ↓ b→ A and πb : b ↓ u→ A.

We can generalize the definition of comma categories with respect to two functors
in Cat with common codomain. One could also generalize the following to functors
between large categories.

Definition 2.2.3. Let u : A→ B and v : C → B be two functors in Cat. The comma
category u ↓ v has

• as objects, triples (a, c, f : u(a) → v(c)) where a ∈ A, c ∈ C and f is a morphism
in B and

• as morphisms (a, c, f) → (a′, c′, f ′), pairs of morphisms g : a → a′ in A and
h : c→ c′ in C such that the following diagram commutes.

u(a) u(a′)

v(c) v(c′)

u(g)

v(h)

f f ′

Remark 2.2.4. There are also canonical projection functors from u ↓ v to the cat-
egories A and C, denoted by πu : u ↓ v → A and πv : u ↓ v → C. Moreover, there is a
natural transformation ν : uπu ⇒ vπv defined by ν(a,c,f) = f : u(a)→ v(c).

A

B

u ↓ v

C

u

πu

πv

v

⇒ν
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Remark 2.2.5. The comma categories u ↓ b and b ↓ u are special cases of these general
comma categories, if we consider the object b as a functor b : 1→ B.

A

B

u ↓ b

1

u

πb

b

⇒ν

1

B

b ↓ u

A

πb b

u

⇒µ

When they exist, the colimits (resp. limits) of the projection functor of the comma
category u ↓ b (resp. b ↓ u) composed with a diagram F : A → C give us a formula to
compute the left or right Kan extension of F along u. These formulas are called the
colimit formula and the limit formula.
Theorem 2.2.6. Let u : A→ B be a functor in Cat and F : A→ C be a diagram.

(i) If the colimit
Lanu F (b) := colim(u ↓ b πb

−→ A
F−→ C)

exists for every b ∈ B, the left Kan extension Lanu F : B → C is defined by these
colimits and the unit transformation η : F ⇒ Lanu F ◦ u is extracted from the
colimit cone.

(ii) If the limit
Ranu F (b) := lim(b ↓ u πb−→ A

F−→ C)
exists for every b ∈ B, the right Kan extension Ranu F : B → C is defined by these
limits and the counit transformation ε : Ranu F ◦u⇒ F is extracted from the limit
cone.

Proof. (ii) Since all such limits exist, we first construct a diagram Ranu F : B → C such
that Ranu F (b) = limb↓u(Fπb) for every b ∈ B. Denote by µb : Ranu F (b) ⇒ Fπb the
limit cone. For a morphism g : b→ b′ in B, we have the following commutative diagram.

b′ ↓ u b ↓ u

A

g∗

πb′ πb

Hence Fπb′ = Fπb g
∗ and the limit cone of Ranu F (b) restricted along g is a cone

over Fπb′ . Then define Ranu F (g) : Ranu F (b)→ Ranu F (b′) to be the unique morphism
given by the universal property of limits such that the following diagram commutes

Ranu F (b) Ranu F (b′)

F (a)

∃! Ranu F (g)

µbf◦g µb
′
f
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for every object (a, f : b′ → u(a)) ∈ b′ ↓ u. Uniqueness implies that Ranu F is functorial.
We now define the counit transformation ε : Ranu F ◦ u⇒ F to be

εa = µ
u(a)
1u(a)

: Ranu F (u(a))→ F (a)

for every a ∈ A. Consider a morphism h : a → a′ in A. Then we have the following
commutative diagram.

Ranu F (u(a))

Ranu F (u(a′))

F (a)

F (a′)

Ranu F (u(h))

εa = µ
u(a)
1u(a)

εa′ = µ
u(a′)
1u(a′)

F (h)
µ
u(a)
u(h)

The upper triangle actually commutes by naturality of µu(a) : Ranu F (u(a)) ⇒ Fπu(a)
while the lower triangle commutes by construction of Ranu F (u(h)). This shows that
ε is a natural transformation.

It remains to show that (Ranu F, ε) satisfies the universal property of right Kan
extensions. For (G : B → C, δ : G ◦ u⇒ F ), we must construct a natural transformation
β : G⇒ Ranu F which is unique with the following property.

A

B

C

⇒

δ

F

u G =

A

B

C
F

u
Ranu F

G

⇒
∃!β

⇒

ε

Consider a morphism h : (a, f) → (a′, f ′) in b ↓ u. This gives us a cone over Fπb with
summit G(b) given by the following right-hand commutative diagram.

b

u(a)

u(a′)

f

f ′

u(h) G(b)

Gu(a)

Gu(a′)

F (a)

F (a′)

Gf

Gf ′

Gu(h)

δa

δa′

Fh

The right-hand triangle commutes since G is a functor and the square commutes by
naturality of δ. We define βb : G(b) → Ranu F (b) to be the unique morphism given by
the universal property of limits.
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G(b)

Gu(a) Gu(a′)Ranu F (b)

F (a) F (a′)

Gf Gf ′

δa δa′

Fh

µbf µbf ′

∃!βb

To show that β is natural, consider a morphism g : b → b′ in B. Then the following
diagram commutes

G(b) G(b′)

Ranu F (b) Ranu F (b′)

F (a)

Gg

βb βb′

Ranu F (g)

µbf◦g µb
′
f

for every (a, f : b′ → u(a)) ∈ b′ ↓ u. The lower triangle commutes by construction of
Ranu F (g) and the exterior of the diagram commutes by construction of βb and βb′ . Since
this holds for every (a, f : b′ → u(a)) ∈ b′ ↓ u(a) and Ranu F (b′) is a limit, the upper
diagram commutes and hence β is natural. Moreover, the natural transformation β
is such that δ = ε ◦ βu since, for every a ∈ A, the following diagram commutes by
construction of β.

Gu(a) Gu(a)

Ranu F (u(a)) F (a)

βu(a) δa

εa = µ
u(a)
1u(a)

Finally, the natural transformation β is unique with this property. To see this, for every
(a, f : b → u(a)) ∈ b ↓ u, the following diagram must commute in order for β to be
natural.
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G(b) Gu(a)

Ranu F (b) Ranu F (u(a))

F (a)

Gf

βb βu(a)

µbf εa = µ
u(a)
1u(a)

Ranu F (f)

δa

This forces β to be defined as we did.
(i) The proof is dual to (ii).

Finally, we check that, when C is a cocomplete (resp. complete) category, the left
(resp. right) Kan extension along a functor in Cat always exist and can be computed by
the colimit (resp. limit) formula.

Corollary 2.2.7. Let u : A→ B be a functor in Cat and C be a category.

(i) If C is cocomplete, then the left Kan extension functor

CA CB

Lanu

u∗

⊥

exists and is given by the colimit formula.

(ii) If C is complete, then the right Kan extension functor

CA CB
u∗

Ranu

⊥

exists and is given by the limit formula.

Proof. (ii) Since A and B are small categories, the category b ↓ u is also small, for
every b ∈ B. If C is complete, the limit lim(b ↓ u πb−→ A

F−→ C) exists, for every
diagram F : A → C and every b ∈ B, and these limits define the right Kan extension
Ranu F : B → C by Theorem 2.2.6 (ii).
(i) The proof is dual to (ii).
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2.3 Colimits and Limits as Kan Extensions

In this section, we verify that Kan extensions along the unique functor A → 1

correspond to colimits and limits of diagrams of shape A, for every small category A.
We also introduce another way to describe the colimit and limit formulas, which will be
useful to check one of the axioms for derivators for the 2-functor C(−) : Catop → CAT.

Theorem 2.3.1. Let F : A→ C be a diagram.

(i) The left Kan extension of F along the unique functor p : A→ 1 defines the colimit
of F in C, each existing if and only if the other does.

A

1

C

⇒

η

F

p Lanp F ∼= colimA F

(ii) The right Kan extension of F along the unique functor p : A→ 1 defines the limit
of F in C, each existing if and only if the other does.

A

1

C

⇒

ε

F

p Ranp F ∼= limA F

Proof. (ii) The composition Ranp F ◦ p : A → C corresponds to the constant diagram
∆ Ranp F : A → C. Hence ε : ∆ Ranp F ⇒ F defines a cone over F . Moreover, the uni-
versal property of the right Kan extension is: for every a : 1→ A and every δ : ∆a⇒ F ,
there exists a unique morphism s : a→ Ranp F such that δ = ε◦∆s, which is exactly the
universal property of the limit of F . By uniqueness of limits, we obtain Ranp F ∼= limA F .
(i) The proof is dual to (ii).

Corollary 2.3.2. Let u : A→ B be a functor in Cat and F : A→ C be a diagram.

(i) The left Kan extension (Lanu F : B → C, η : F ⇒ Lanu F ◦ u) can be computed by
the colimit formula (Theorem 2.2.6 (i)) if and only if

A

B

u ↓ b

1

C

u

πb

r

b

F

Lanu F

⇒

η⇒

ν
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defines the left Kan extension of Fπb along r for every b ∈ B.

(ii) The right Kan extension (Ranu F : B → C, ε : Ranu F ◦ u ⇒ F ) can be computed
by the limit formula (Theorem 2.2.6 (ii)) if and only if

A

B

b ↓ u

1

C

u

πb

s

b

F

Ranu F⇒

ε

⇒

µ

defines the right Kan extension of Fπb along s for every b ∈ B.

Proof. This is immediate from Theorem 2.3.1.

Remark 2.3.3. We also write u! = Lanu : CA → CB for the left Kan extension functor
along u : A→ B and u∗ = Ranu : CA → CB for the right Kan extension functor along u.

2.4 Derived Functors

We now introduce the notion of total derived functors. A total derived functor is
a Kan extension along the localization functor of the homotopy category of a model
category. We first give the construction of the homotopy category of a model category.

Theorem 2.4.1. For every model categoryM, there exists a homotopy category Ho(M)
that is the localization at the weak equivalences of M. In other words, there exists a
category Ho(M) and a functor γ : M→ Ho(M) carrying weak equivalences to isomor-
phisms such that the pair (Ho(M), γ) satisfies the universal property: for every pair
(E , F : M→ E), where E is a category and F is a functor carrying weak equivalences to
isomorphisms, there exists a unique functor F : Ho(M)→ E such that F = F ◦ γ.

M

Ho(M)

E
F

γ ∃!F

The functor γ : M→ Ho(M) is called the localization functor ofM.

Proof. We construct the homotopy category Ho(M) to be the category that admits

• the same objects as the categoryM;

• as morphisms, equivalence classes of finite zig-zag of morphisms inM, where only
the weak equivalences are allowed to go backward, modulo the following rules:
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– Adjacent arrows pointing in the same direction may be composed;
– Adjacent pairs w→ w← or w← w→, with w a weak equivalence in M, may be re-

moved;
– Identities may be removed.

Then, we define γ : M→ Ho(M) to be the functor

• that is the identity on the objects;

• that carries a morphism f : X → Y in M to the unary zig-zag f : X → Y
in Ho(M).

This defines a localization at the weak equivalences of M, as it is proved in [GZ67],
Chapter 1.

As a consequence of this theorem, we can define the notion of total derived functors
of a functor between model categories. One could also generalize this notion to every
category that admits a homotopy category.

Definition 2.4.2. Let F : M → N be a functor between model categories and let
γ : M→ Ho(M) and δ : N → Ho(N ) be the localization functors.

(i) If the right Kan extension of δF along γ exists, it defines the total left derived
functor LF of F .

M N

Ho(M) Ho(N )

γ δ

F

LF

⇒

(ii) If the left Kan extension of δF along γ exists, it defines the total right derived
functor RF of F .

M N

Ho(M) Ho(N )

γ δ

F

RF

⇒

Remark 2.4.3. Kan extensions along functors between large categories are defined in the
same way as the ones along functors in Cat (Definition 2.1.1).
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The question is now: when does a functor admit a left or right total derived func-
tor? This is, in particular, the case of a left or right deformable functor. This kind of
functors interest us since an adjunction between model categories that is a Quillen pair
gives rise to left and right deformable functors with respect to the cofibrant and fibrant
replacement functors respectively. Here are first the definitions of a deformation and of
a deformable functor.

Definition 2.4.4. LetM be a model category.

(i) A left deformation of M consists of a pair (Q : M → M, q : Q ⇒ 1M), where
Q is an endofunctor ofM and q is a natural weak equivalence, i.e. q is a natural
transformation such that qX : QX → X is weak equivalence for every X ∈M.

(ii) A right deformation ofM consists of a pair (R : M→M, r : 1M ⇒ R), where
R is an endofunctor ofM and r is a natural weak equivalence.

Definition 2.4.5. Let F : M→N be a functor between model categories.

(i) The functor F is left deformable if there exists a left deformation (Q, q) of M
such that F preserves all weak equivalences between objects in a full subcategory
containing the image of Q. We say that (Q, q) is a left deformation of F .

(ii) The functor F is right deformable if there exists a right deformation (R, r) ofM
such that F preserves all weak equivalences between objects in a full subcategory
containing the image of R. We say that (R, r) is a right deformation of F .

The next proposition shows that the left or right total derived functor of a left or
right deformable functor exists. Moreover, it is an absolute Kan extension. We first
define the notion of absolute total derived functors.

Definition 2.4.6. Let F : M → N be a functor between model categories and let
γ : M→ Ho(M) and δ : N → Ho(N ) be the localization functors.

(i) The total left derived functor LF : Ho(M) → Ho(N ) is absolute if, for every
functor R : Ho(N )→ E , the functor RLF : Ho(M)→ E is the right Kan extension
of RδF along γ.

M

Ho(M)

N

Ho(N ) E

⇒

F

γ δ

RLF

=

M

Ho(M)

E

⇒

RδF

γ Ranγ RδF

(ii) The total right derived functor RF : Ho(M) → Ho(N ) is absolute if, for every
functor L : Ho(N )→ E , the functor LRF : Ho(M)→ E is the left Kan extension
of LδF along γ
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M

Ho(M)

N

Ho(N ) E

⇒

F

γ δ

LRF

=

M

Ho(M)

E

⇒

LδF

γ Lanγ LδF

Proposition 2.4.7.

(i) The total left derived functor of a left deformable functor exists and is absolute.

(ii) The total right derived functor of a right deformable functor exists and is absolute.

Proof. See Proposition 6.4.12 in [Rie16].

Finally, if an adjunction between model categories is such that the left adjoint admits
an absolute total left derived functor and the right adjoint admits an absolute total
right derived functor, these form an adjunction between the homotopy categories. In
particular, this happens when the left adjoint is left deformable and the right adjoint is
right deformable.

Theorem 2.4.8. Let F : M→N and G : N →M be functors between model categories
such that F a G is an adjunction. If the total left derived functor LF of F and the total
right derived functor RG of G exist and are absolute, then they form an adjunction

Ho(M) Ho(N )

LF

RG

⊥

between the homotopy categories ofM and N .

Proof. Let η : 1M ⇒ GF denote the unit and ε : FG ⇒ 1N denote the counit of the
adjunction F a G. We construct the unit and counit for the adjunction LF a RG. Since
the total left derived functor LF is absolute, the functor RG ◦ LF : Ho(M) → Ho(M)
is the right Kan extension of RGδF along γ.

M

Ho(M)

N

Ho(N ) Ho(M)

⇒

F

γ δ

RGLF

By the universal property of this right Kan extension, there exists a unique natural
transformation η′ : 1Ho(M) ⇒ RG ◦ LF in the following diagram
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M N

M

Ho(N )

Ho(M)
γ

G

δ

RG

F

⇒

⇒

η
=

M

Ho(M)

N

Ho(N )

Ho(M)

⇒

F

γ δ

RG

LF
⇒

∃!η′

and we define η′ as the unit of LF a RG. Similarly, since the total right derived
functor RG is absolute, the functor LF ◦RG : Ho(N )→ Ho(N ) is the left Kan extension
of LFγG along δ.

N

Ho(N )

M

Ho(M) Ho(N )
⇒

G

δ γ

LFRG

By the universal property of this left Kan extension, there exists a unique natural trans-
formation ε′ : LF ◦ RG⇒ 1Ho(N ) in the following diagram

N

N

M

Ho(N )

Ho(M)
γ

F

δ

LF

G

⇒

⇒

ε
=

Ho(N )

N

Ho(M)

M

Ho(N )

⇒

RG

δ γ

LF

G

⇒

∃!ε′

and we define ε′ as the counit of LF a RG. The fact that η′ and ε′ satisfy the triangle
identities follows from the triangle identities of η and ε, and from the universal properties
of Kan extensions.

Corollary 2.4.9. Let F : M→N and G : N →M be functors between model categories
such that F a G is an adjunction. If F is left deformable and G is right deformable,
then the total left derived functor LF of F and the total right derived functor RG of G
form an adjunction
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Ho(M) Ho(N )

LF

RG

⊥

between the homotopy categories ofM and N .

Proof. This follows immediately from Proposition 2.4.7 and Theorem 2.4.8.

2.5 Quillen Pairs and Derived Functors

In this section, we introduce the notion of Quillen pairs and show that the left
Quillen functor is left deformable with respect to the cofibrant replacement functor and
the right Quillen functor is right deformable with respect to the fibrant replacement
functor. The results of last section imply that the appropriate total derived functors of
the Quillen functors form an adjunction between the homotopy categories, which will
allow us to construct the Kan extensions for the homotopy derivator of a combinatorial
model category. In order that the cofibrant and fibrant replacements are functorial,
we suppose here that all model categories admit functorial factorizations, which is in
particular the case of the combinatorial ones.

Definition 2.5.1. Let F : M → N and G : N → M be functors between model cate-
gories such that F a G is an adjunction. The pair F a G is a Quillen pair if one of the
following equivalent holds:

(i) The left adjoint F preserves cofibrations and trivial cofibrations.

(ii) The right adjoint G preserves fibrations and trivial fibrations.

We now define the notions of cofibrant and fibrant replacements and show that they
induce left and right deformations for a model category.

Definition 2.5.2. LetM be a model category and let X ∈M.

(i) By the factorization axiom for model categories, the morphism ∅ → X factors
through

∅ X

QX

qX
∼

where ∅ ↪→ QX is a cofibration and qX is a trivial fibration, and we call QX a
cofibrant replacement of X.

(ii) By the factorization axiom for model categories, the morphism X → ∗ factors
through
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X ∗

RX

rX
∼

where rX is a trivial fibration and RX � ∗ is a fibration, and we call RX a fibrant
replacement of X.

Lemma 2.5.3. LetM be a model category.

(i) The pair (Q : M →M, q : Q ⇒ 1M) defines a left deformation of M, where, for
every X ∈M, QX is a cofibrant replacement of X and qX : QX

∼
� X is the trivial

fibration of Definition 2.5.2 (i).

(ii) The pair (R : M→M, r : 1M ⇒ R) defines a right deformation ofM, where, for
every X ∈ M, RX is a fibrant replacement of X and rX : X ∼

↪→ RX is the trivial
cofibration of Definition 2.5.2 (ii).

Proof. (i) We first define how Q : M→M acts on the morphisms ofM. Let f : X → Y
be a morphism in M. By functorial factorizations, there exists a lift in the following
diagram

∅ ∅

QYQX

X Y

∃Qf

qX ∼ qY∼

f

which we define as Qf : QX → QY , and this implies that Q : M→M is a functor and
q : Q ⇒ 1M is a natural transformation. Since qX : QX

∼
� X is a weak equivalence for

every X ∈M, this shows that (Q, q) is a left deformation ofM.
(ii) The proof is dual to (i).

To show that the left adjoint functor of a Quillen pair is left deformable and that
the right one is right deformable, we use Ken Brown’s Lemma, stated below.

Lemma 2.5.4 (Ken Brown’s Lemma). Let F : M → N be a functor between model
categories.

(i) If the functor F carries trivial cofibrations between cofibrant objects inM to weak
equivalences in N , then it carries all weak equivalences between cofibrant objects
inM to weak equivalences in N .
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(ii) If the functor F carries trivial fibrations between fibrant objects in M to weak
equivalences in N , then it carries all weak equivalences between fibrant objects
inM to weak equivalences in N .

Proof. See Corollary 7.7.2 in [Hir03].

Lemma 2.5.5. Let F : M→ N and G : N →M be functors between model categories
such that F a G is a Quillen pair.

(i) The functor F is left deformable.

(ii) The functor G is right deformable.

Proof. (i) Since F preserves all trivial cofibrations, it carries in particular trivial cofi-
brations between cofibrant objects in M to weak equivalences in N . By Ken Brown’s
Lemma, this implies that F preserves all weak equivalences between cofibrant objects.
Hence, if we consider the cofibrant replacement left deformation (Q, q) ofM, then this
defines a left deformation for F .
(ii) The proof is dual to (i).

It follows that a Quillen pair between model categories gives an adjunction between
the homotopy categories.

Theorem 2.5.6. Let F : M→N and G : N →M be functors between model categories
such that F a G is a Quillen pair. Then the total left derived functor LF of F and the
total right derived functor RG of G exist and are absolute. Moreover, they form an
adjunction

Ho(M) Ho(N )

LF

RG

⊥

between the homotopy categories ofM and N .

Proof. This follows immediately from Lemma 2.5.5 and Corollary 2.4.9.

Finally, when the Quillen pair is a Quillen equivalence, the adjunction above is an
equivalence. This will be useful to show that a Quillen equivalence between combinatorial
model categories induces an equivalence between their homotopy derivators.

Definition 2.5.7. Let F : M → N and G : N → M be functors between model cate-
gories such that F a G is a Quillen pair. The pair F a G is a Quillen equivalence
if, for every cofibrant object X ∈ M and every fibrant object Y ∈ N , a morphism
f : X → GY is a weak equivalence in M if and only if its adjunct f# : FX → Y is a
weak equivalence in N .
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Theorem 2.5.8. Let F : M→N and G : N →M be functors between model categories
such that F a G is a Quillen equivalence. Then the total left derived functor LF of F
and the total right derived functor RG of G are equivalences

Ho(M) Ho(N )

LF

RG

'

between the homotopy categories ofM and N .

Proof. See Theorem 8.5.23 in [Hir03].
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Part II

Basic Localizers and Derivators
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3 Derivators
The aim of this section is to state the four axioms that define a derivator and to

show that the 2-functor C(−) : Catop → CAT satisfies these four axioms, when C is a
cocomplete and complete category. In order to do this, we introduce, in Section 3.1,
the notion of left and right Beck-Chevalley squares, which are 2-squares in CAT such
that their left or right mate respectively is a natural isomorphism. We show that, when
the left and right mates are well-defined, the notion of left and right Beck-Chevalley
squares coincide. Since an axiom for derivators requires that the left and right Kan
extensions exist, this implies that the mates of the image under D of every square in Cat
are well-defined, and this gives rise to a notion of D-Beck-Chevalley square (Section 2.5),
where D is a derivator. Corollary 2.3.2 gives an example of Beck-Chevalley squares: if
u : A→ B is a functor in Cat, b ∈ B and C is a cocomplete and complete category, the
squares

CA

CB

Cu↓b

C

u∗

(πb)∗

∆u↓b

b∗

⇒ν∗

CA

CB

Cb↓u

C

u∗

(πb)∗

∆b↓u

b∗

⇒
µ∗

are such that their mates are natural isomorphisms
colimu↓b(πb)∗ ∼= b∗ Lanu and b∗Ranu ∼= limb↓u(πb)∗.

This is exactly the axiom for derivators about pointwise computation of Kan extensions
applied to the 2-functor C(−) : Catop → CAT, and the notion of Beck-Chevalley squares
allows us to state this axiom in the general case. In Section 3.2, we give the definition
of a prederivator, which is just a 2-functor of the form Catop → CAT, and introduce
related notions, as for example limits and colimits with respect to a prederivator. We
also examine how a prederivator acts on adjunctions and on fully faithful functors that
are part of an adjunction. These results are useful to describe the aspherical categories
with respect to a basic localizer associated to a derivator. Finally, in Section 3.3, we
state the four axioms of a derivator and show that the represented derivator associated
to a cocomplete and complete category defines a derivator.

3.1 Beck-Chevalley Squares

A square in CAT is a diagram of the form

D =

A

B

C

D

u∗

p∗

v∗

q∗

⇒α
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i.e. the data of four categories A, B, C and D, of four functors u∗ : B → A, v∗ : D → C,
p∗ : A → C and q∗ : B → D and a natural transformation α : p∗u∗ ⇒ v∗q∗. We consider
in this section a class of squares in CAT, called the Beck-Chevalley squares. This notion
of squares is useful to state the axiom for derivators about pointwise computation of
Kan extensions.

Definition 3.1.1. Consider a square D in CAT.

D =

A

B

C

D

u∗

p∗

v∗

q∗

⇒α

(i) The square D is left Beck-Chevalley if u∗ and v∗ admit left adjoints u! and v!
respectively and the left mate α! : v!p

∗ ⇒ q∗u! defined by

D A

B

C

D A

u∗

p∗

v∗

q∗

v!

u!

⇒α
⇒ε

⇒η

is a natural isomorphism, where ε : v!v
∗ ⇒ 1D is the counit and η : 1A ⇒ u∗u! is

the unit of the adjunctions.

(ii) Dually, the square D is right Beck-Chevalley if p∗ and q∗ admit right adjoints
p∗ and q∗ respectively and the right mate α∗ : u∗q∗ ⇒ p∗v

∗ defined by

A

A

B

C

D

D

u∗

p∗

v∗

q∗

p∗

q∗

⇒α

⇒ε

⇒η
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is a natural isomorphism, where ε : q∗q∗ ⇒ 1D is the counit and η : 1A ⇒ p∗p
∗ is

the unit of the adjunctions.

Remark 3.1.2. A square

D =

A

B

C

D

u∗

p∗

v∗

q∗

⇒α

is left Beck-Chevalley if and only if its opposite square

Dop =

Aop

Bop

Cop

Dop

u∗

p∗

v∗

q∗

⇒αop

is right Beck-Chevalley.
We want to show that, when both of the appropriate pairs of adjoints in a square

in CAT exist, the notions of left and right Beck-Chevalley squares coincide. Since one of
the axioms for derivators requires that all adjoints exist, these two notions will always
be the same while considering derivators. We first prove two properties of mates.

Proposition 3.1.3. The passages to mates are compatible with horizontal pastings, i.e. if
we consider the following horizontal pasting in CAT

A

B

C

D

E

F

u∗

p∗

v∗

q∗

r∗

w∗

s∗

⇒α⇒β =

A

B

E

F

u∗

r∗p∗

w∗

s∗q∗

⇒γ

we have the following diagrams
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A

B

C

D

E

F

u!

p∗

v!

q∗

r∗

w!

s∗

⇒α!⇒ β! =

A

B

E

F

u!

r∗p∗

w!

s∗q∗

⇒ γ!

A

B

C

D

E

F

u∗

p∗

v∗

q∗

r∗

w∗

s∗

⇒α∗⇒β∗ =

A

B

E

F

u∗

p∗r∗

w∗

q∗s∗

⇒γ∗

i.e. γ! = s∗α! ◦ β!p
∗ and γ∗ = p∗β∗ ◦ α∗s∗.

Proof. We first show that γ! = s∗α! ◦β!p
∗. Explicitly, the pasting of α! and β! is given by

D A

B

C

D A

D CE

F

u∗

p∗

v∗

q∗

v!

u!

v∗

r∗

w∗

s∗

w!

⇒α
⇒ε

⇒η

⇒β
⇒ε

⇒η

=

F A

B

E

F A

u∗

r∗p∗

w∗

s∗q∗

w!

u!

⇒γ
⇒ε

⇒η

where the equality comes from the triangle identities and the definition of γ and where
ε and η denote the appropriate counits and units of adjunctions. This shows the first
equality. The second equality γ∗ = p∗β∗ ◦ α∗s∗ comes from the fact that the unit of
the adjunction r∗p∗ a p∗r∗ is the pasting of the units of the adjunctions p∗ a p∗ and
r∗ a r∗ and the counit of the adjunction s∗q∗ a q∗s∗ is the pasting of the counits of
the adjunctions q∗ a q∗ and s∗ a s∗. Hence the passages to mates is compatible with
horizontal pasting.

Proposition 3.1.4. The passages to mates are compatible with vertical pastings.

Proof. The proof is dual to the proof of Proposition 3.1.3.

Remark 3.1.5. In particular, the class of Beck-Chevalley squares is stable under horizon-
tal and vertical pasting.
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Proposition 3.1.6. The two passages to mates are inverse to each other, i.e. if we
consider a square D in CAT,

D =

A

B

C

D

u∗

p∗

v∗

q∗

⇒α

then α = (α!)∗ and α = (α∗)!.

Proof. Explicitly, the natural transformation (α!)∗ is given by
C

C

A

D

B

B

p∗

v!

q∗

u!

v∗

u∗

⇒α!

⇒ε

⇒η

=

C

D A

B

C

D A

B

u∗

p∗

v∗

q∗

v!

u!

v∗

u∗

⇒α
⇒ε

⇒η

⇒ε

⇒η

=

A

B

C

D

u∗

p∗

v∗

q∗

⇒α

where the equalities come from the triangle identities and where ε and η denote the
appropriate counits and units of adjunctions. Hence (α!)∗ = α. Similarly, we can show
that (α∗)! = α.

A natural transformation α : u∗ ⇒ v∗ corresponds to squares in CAT

A

B

A

B

u∗v∗
⇒α

B

B

A

A

u∗

v∗

⇒α

and the left and right mates respectively of these squares define two natural transforma-
tions α! : v! ⇒ u! and α∗ : v∗ ⇒ u∗, which are said to be conjugate to α. We prove that
a natural transformation is a natural isomorphism if and only if its conjugate is. For a
square D in CAT,
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D =

A

B

C

D

u∗

p∗

v∗

q∗

⇒α

we show that the mates α! and α∗ are conjugate to each other, which implies that a
square is left Beck-Chevalley if and only if it is right Beck-Chevalley, when the mates
are well-defined.

Definition 3.1.7. Let α : u∗ ⇒ v∗ be a natural transformation in CAT.

(i) Suppose u∗ and v∗ admit left adjoints u! and v! respectively. The natural trans-
formation α! : v! ⇒ u! defined by

v!
η=⇒ v!u

∗u!
α=⇒ v!v

∗u!
ε=⇒ u!

is called the left conjugate to α, where η : 1⇒ u∗u! is the unit and ε : v!v
∗ ⇒ 1

is the counit of the adjunctions.

(ii) Dually, suppose u∗ and v∗ admit right adjoints u∗ and v∗ respectively. The natural
transformation α∗ : v∗ ⇒ u∗ defined by

v∗
η=⇒ u∗u

∗v∗
α=⇒ u∗v

∗v∗
ε=⇒ u∗

is called the right conjugate to α, where η : 1⇒ u∗u
∗ is the unit and ε : v∗v∗ ⇒ 1

is the counit of the adjunctions.

Remark 3.1.8. By Propositions 3.1.3 and 3.1.4, if α : u∗ ⇒ v∗ and β : v∗ ⇒ w∗ are two
natural transformations in CAT such that the appropriate adjoints of u∗, v∗, and w∗

exist, then (β ◦ α)! = α! ◦ β! and (β ◦ α)∗ = α∗ ◦ β∗. Moreover, by Proposition 3.1.6,
if α : u∗ ⇒ v∗ is a natural transformation in CAT such that the appropriate adjoints
of u∗ and v∗ exist, we have that α = (α!)∗ and α = (α∗)!. This implies that the natural
transformation α is the right conjugate to α! and the left conjugate to α∗ and we say
that α and α! (resp. α∗) are conjugate to each other. Finally, if u∗ : B → A is a functor
in CAT admitting the appropriate adjoint, (1u∗)! = 1u! and (1u∗)∗ = 1u∗ .

It follows from this remark that a natural transformation is a natural isomorphism
if and only if its conjugate is.

Lemma 3.1.9. Let α : u∗ ⇒ v∗ be a natural transformation in CAT.

(i) Suppose u∗ and v∗ admit left adjoints u! and v! respectively. Then α : u∗ ⇒ v∗ is
a natural isomorphism if and only if α! : v! ⇒ u! is a natural isomorphism.

(ii) Suppose u∗ and v∗ admit right adjoints u∗ and v∗ respectively. Then α : u∗ ⇒ v∗

is a natural isomorphism if and only if α∗ : v∗ ⇒ u∗ is a natural isomorphism.
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Proof. (i) Suppose α is a natural isomorphism and let β : v∗ ⇒ u∗ be the inverse of α.
By Remark 3.1.8, if β! : u! ⇒ v! is the left conjugate to β, we have

1u! = (1u∗)! = (β ◦ α)! = α! ◦ β! and 1v! = (1v∗)! = (α ◦ β)! = β! ◦ α!.

Hence α! is a natural isomorphism with inverse β!. The other implication is dual.
(ii) The proof is dual to (i).

From the definition of mates, we have the following lemma, stating that a natural
transformation α in a square in CAT is conjugate to the mates (α!)! and (α∗)∗. This
allows us to show that the left and right mates of a square in CAT are conjugate.

Lemma 3.1.10. Consider a square D in CAT.

D =

A

B

C

D

u∗

p∗

v∗

q∗

⇒α

(i) If the four functors in the square D admit a left adjoint, the mate (α!)! : q!v! ⇒ u!p!
is left conjugate to α : p∗u∗ ⇒ v∗q∗.

(ii) If the four functors in the square D admit a right adjoint, the mate (α∗)∗ : q∗v∗ ⇒ u∗p∗
is right conjugate to α : p∗u∗ ⇒ v∗q∗.

Proof. Immediate from the definition of the mates.

Proposition 3.1.11. Consider a square D in CAT.

D =

A

B

C

D

u∗

p∗

v∗

q∗

⇒α

If u∗, v∗ admit a left adjoint and p∗, q∗ admit a right adjoint, the square D is left
Beck-Chevalley if and only if it is right Beck-Chevalley.

Proof. We have to show that the mate α! : v!p
∗ ⇒ q∗u! is a natural isomorphism if and

only if the mate α∗ : u∗q∗ ⇒ p∗v
∗ is a natural isomorphism. By Proposition 3.1.6 and

Lemma 3.1.10, we have that α∗ = ((α!)∗)∗ and hence that α∗ and α! are conjugate.
It follows from Lemma 3.1.9 that one of these mates is a natural isomorphism if and
only if the other is.
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Hence, when the appropriate adjoints in a square in CAT exist, the notions of left and
right Beck-Chevalley squares coincide and this gives rise to the following terminology.

Definition 3.1.12. Consider a square D in CAT.

D =

A

B

C

D

u∗

p∗

v∗

q∗

⇒α

When u∗, v∗ admit a left adjoint and p∗, q∗ admit a right adjoint, we say that the square
is Beck-Chevalley if it is left or right Beck-Chevalley.

3.2 Prederivators

Before defining derivators, we give some notations, definitions and results related to
the 2-functors Catop → CAT, called prederivators. We also define more explicitly the
prederivator C(−) : Catop → CAT for a category C.

Definition 3.2.1. A prederivator D is a strict 2-functor D : Catop → CAT carrying

• a small category A to a category D(A);

• a functor u : A→ B in Cat to a functor u∗ : D(B)→ D(A);

• a natural transformation α : u⇒ v in Cat to a natural transformation α∗ : u∗ ⇒ v∗.

Let D be a prederivator. The category D(1) has a special role, containing information
about the prederivator. For example, in the case of the prederivator C(−) : Catop → CAT,
it happens that this category corresponds to the category C. We also introduce the no-
tions of evaluation functors and constant coefficients, which correspond to the usual
evalutation functors and diagonal functors respectively while considering the prederiva-
tor C(−) : Catop → CAT.

Definition 3.2.2. We call D(1) the underlying category of D. The objects of D(1)
are called the absolute coefficients.

Definition 3.2.3. Let A be a small category and a ∈ A. Then a induces a functor
a : 1→ A and hence a functor a∗ : D(A)→ D(1), called evaluation functor.

Definition 3.2.4. Let A be a small category and p : A → 1 be the unique functor to
the terminal category. A constant coefficient of A is an object of D(A) of the form
p∗X, where X ∈ D(1) is an absolute coefficient.

Example 3.2.5. Let C be a category in CAT. There is a represented prederivator
DC = C(−) : Catop → CAT carrying
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• a small category A to the category of diagrams CA;

• a functor u : A → B in Cat to the precomposition functor u∗ : CB → CA sending
an object F ∈ CB to the object F ◦ u ∈ CA;

• a natural transformation α : u ⇒ v to the natural transformation α∗ : u∗ ⇒ v∗

defined by (α∗)F = Fα : F ◦ u⇒ F ◦ v, for every F ∈ CB.

The underlying category of DC is C1 ∼= C. Moreover, if A is a small category and a ∈ A,
then the evaluation functor a∗ : CA → C corresponds to the usual evaluation functor
sending a diagram F : A → C to F (a) ∈ C. Finally, if p : A → 1, then p∗ : C → CA
corresponds to the diagonal functor ∆A sending an element c ∈ C to the constant functor
∆c : A→ C, which justifies the terminology of constant coefficient.

Since the left and right adjoints of the diagonal functor are the colimit and limit
functors respectively, this example justifies the following notations.

Definition 3.2.6. Let A be a small category and p : A→ 1.

(i) We denote the image of p under D by

∆A = p∗ : D(1)→ D(A).

(ii) If the left adjoint of ∆A exists, we denote it by

colimA = p! : D(A)→ D(1)

and call it the colimit functor of diagrams of shape A.

(iii) If the right adjoint of ∆A exists, we denote it by

limA = p∗ : D(A)→ D(1)

and call it the limit functor of diagrams of shape A.

In the same way we defined squares in CAT, we can define squares in Cat to be
diagrams

D =

A

B

C

D

u

p

v

q

⇒α

where A, B, C and D are small categories, u : A → B, v : C → D, p : C → A and
q : D → B are functors in Cat and α : up ⇒ qv is a natural transformation. Since a
prederivator is a 2-functor D : Catop → CAT, from a square in Cat, we obtain a square
in CAT.
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Definition 3.2.7. Let

D =

A

B

C

D

u

p

v

q

⇒α

be a square in Cat. The image under D of the square D is the square D(D).

D(D) =

D(A)

D(B)

D(C)

D(D)

p∗

u∗

q∗

v∗
⇒α∗

Finally, we give two results about prederivators. The first one says that the image
of an adjunction in Cat under D gives rise to an adjunction in CAT, but reversed, and
the second one says that, if a fully faithful functor in Cat admits an adjoint, then the
image of this adjoint under D is a fully faithful functor. These results are useful while
considering the basic localizer of a derivator (see Section 5).

Proposition 3.2.8. Let u : A → B and v : B → A be two functors in Cat such that
u a v is an adjunction. Then v∗ a u∗ is an adjunction in CAT.

Proof. Let η : 1A ⇒ vu and ε : uv ⇒ 1B be the unit and counit of the adjunction. We
have the triangle identities.

B A

B A

u

v

v

⇒ε
⇒η

A B

A B

v

u

u

⇒
η

⇒
ε

Applying D to these diagrams, we obtain

D(A) D(B)

D(A) D(B)

u∗

v∗

v∗

⇒
η∗

⇒ε
∗

D(B) D(A)

D(B) D(A)

v∗

u∗

u∗

⇒ε∗

⇒η∗

It follows from this that v∗ a u∗ is an adjunction with unit η∗ : 1D(A) ⇒ u∗v∗ and counit
ε∗ : v∗u∗ ⇒ 1D(B).
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The second result we want to show follows directly from this proposition and the
following lemma, giving a connection between the fully faithfulness of functors in an
adjunction and the unit and counit of the adjunction.
Lemma 3.2.9. Let F : C → D and G : D → C be two functors such that F a G is an
adjunction with unit η : 1C ⇒ GF and counit ε : FG⇒ 1D.
(i) The functor F is fully faithful if and only if the unit η is a natural isomorphism.

(ii) The functor G is fully faithful if and only if the counit ε is a natural isomorphism.
Proof. (i) Suppose first that η is a natural isomorphism. We show that F is full and
faithful. Let a, b ∈ C and g : Fa→ Fb in D. Define h : a→ b to be the composite

a
ηa−→ GFa

Gg−→ GFb
η−1

b−→ b.

Then Fh = g since the diagram

Fa FGFa FGFb Fb

Fa Fb

Fηa FGg Fη−1
b

g

εFa εFb

commutes by the triangle identities and the naturality of ε. Hence the functor F is
full. Now consider f, g : a → b such that Ff = Fg. Then GFf = GFg and, since the
following diagrams commute by naturality of η,

a b

GFa GFb

f

GFf

ηa η−1
b

a b

GFa GFb

g

GFg

ηa η−1
b

we have that f = g. Hence the functor F is faithful.
Now suppose that the functor F is fully faithul. We show that η is a natural iso-

morphism. Since F is fully faithful, it suffices to show that Fη : F ⇒ FGF is a natural
isomorphism. Let a ∈ C. By the triangle identities, we have εFa ◦Fηa = 1Fa. Moreover,
there exists a morphism f : GFa → a in C such that Ff = εFa : FGFa → Fa, by fully
faithfulness of F . Then the diagram

GFa a

GFGFa GFa

f

GεFa = GFf

ηGFa ηa
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commutes by the triangle identities and the naturality of η. Hence ηa ◦ f = 1GFa and
then Fηa ◦ Ff = Fηa ◦ εFa = 1FGFa. Thus εF : FGF ⇒ F is an inverse to Fη and
finally Fη is a natural isomorphism.
(ii) The proof is dual to (i).

Corollary 3.2.10. Let u : A→ B and v : B → A be two functors in Cat such that u a v
is an adjunction.

(i) If the functor u is fully faithful, then the functor v∗ is fully faithful.

(ii) If the functor v is fully faithful, then the functor u∗ is fully faithful.

Proof. (i) Let η : 1A ⇒ vu be the unit of the adjunction u a v. By Lemma 3.2.9, if
the functor u is fully faithful, then η is a natural isomorphism. By functoriality of D,
this implies that η∗ : 1D(A) ⇒ u∗v∗ is a natural isomorphism. By Proposition 3.2.8,
the natural transformation η∗ defines the unit of the adjunction v∗ a u∗ and hence the
functor v∗ is fully faithful by Lemma 3.2.9.
(ii) The proof is dual to (i).

3.3 Axioms for Derivators

Finally, we state the four axioms for derivators.

Definition 3.3.1. A prederivator D : Catop → CAT is a derivator if it satisfies the
following axioms.

[D1] The prederivator D takes coproducts to products, i.e. the canonical morphism

D
(∐
i∈I

Ai
)
−→

∏
i∈I

D(Ai)

is an equivalence of categories for every family of small categories {Ai}i∈I .

[D2] The family of evalutation functors {a∗ : D(A)→ D(1)}a∈A is conservative for every
small category A, i.e. if φ is a morphism in D(A) such that a∗(φ) is an isomorphism
in D(1) for every a ∈ A, then φ is an isomorphism.

[D3] The prederivator D admits Kan extensions, i.e. for every u : A → B in Cat, the
functor u∗ : D(B) → D(A) admits a left adjoint u! : D(A) → D(B) and a right
adjoint u∗ : D(A)→ D(B).

[D4] The prederivator D admits pointwise Kan extensions, i.e. for every u : A→ B
in Cat and every b ∈ B, the image under D of the following comma squares

A

B

u ↓ b

1

u

πb

b

⇒ν

1

B

b ↓ u

A

πb b

u

⇒µ
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are Beck-Chevalley; in other words, there are natural isomorphisms

colimu↓b(πb)∗ ∼= b∗u! and b∗u∗ ∼= limb↓u(πb)∗.

The next result shows that the represented prederivator DC is a derivator when C is a
cocomplete and complete category. This follows from the results about Kan extensions
of Section 2.

Theorem 3.3.2. Let C be a cocomplete and complete category. The represented pred-
erivator

DC : Catop → CAT, A 7→ CA

is a derivator, called the represented derivator of C.

Proof. Let {Ai}i∈I be a family of small categories and let ιj : Aj →
∐
i∈I Ai denotes the

inclusion for every j ∈ I. Then the morphisms ιj induce functors

ι∗j : Cqi∈IAi → CAj

that satisfy the universal property of products. By uniqueness of products, we have that
Cqi∈IAi ∼=

∏
i∈I CAi and hence the prederivator DC satisfies axiom [D1].

Axiom [D2] is clear since a natural transformation is a natural isomorphism if and
only if each of its components is an isomorphism in C.

By Corollary 2.2.7, the prederivator DC admits Kan extensions (axiom [D3]) and
these Kan extensions are computed pointwise, i.e.

colimu↓b(πb)∗ ∼= b∗u! and b∗u∗ ∼= limb↓u(πb)∗.

Moreover, Corollary 2.3.2 says that the natural isomorphisms of the limit and colimit
formulas are exactly the mates of axiom [D4].
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4 Basic Localizers
In Section 4.1, we give the definition of a basic localizer W, which is a weakly satu-

rated class of functors in Cat that contains the functors A → 1 for small categories A
admitting a terminal or initial object and that contains the W-local and W-colocal
functors (Definition 4.1.16). For a basic localizer W, we say that a category A is
W-aspherical category, if the unique functor A → 1 belongs to W. Then a functor
u : A→ B is said to beW-aspherical (resp.W-coaspherical) if the comma category u ↓ b
(resp. b ↓ u) is W-aspherical for every b ∈ B. In particular, Proposition 4.1.18 implies
that a W-aspherical (resp. W-coaspherical) functor is W-local (resp. W-colocal) with
respect to every commutative triangle and hence the third axiom for basic localizers
implies that it belongs to W. Examples of basic localizers are the fundamental basic
localizer W0, which consists of all functor u : A → B in Cat that induce isomorphisms
π0(u) : π0(A)→ π0(B), and the minimal basic localizer W∞, which consists of all func-
tors in Cat whose nerves are weak homotopy equivalences of simplicial sets. Considering
the first example, a category isW0-aspherical if it is non-empty and connected, and hence
a functor is W0-aspherical (resp. W0-coaspherical) if it is initial (resp. final). Consider-
ing the second example, a category is W∞-aspherical if its nerve is homotopy equivalent
to a point, and hence a functor is W∞-aspherical (resp. W∞-coaspherical) if it is ho-
motopy initial (resp. homotopy final). In Section 5, we construct a basic localizer WD
associated to a derivator D and, keeping in mind these two examples, we can show that
WD-aspherical functors correspond to D-initial functors.

In Section 4.2, we introduce the notion ofW-exact squares, which are squares in Cat
such that induced functors between comma categories isW-aspherical orW-coaspherical.
A stronger condition is to require that these induced functors are W-local or W-colocal
over a certain category. This is the definition of a weak W-exact square, which is given
in Section 4.3. These two notions of squares actually coincide, except when considering
the indiscrete basic localizerWind, which consists of all functors between small categories
that are both empty or both non-empty.

4.1 Definition and First Results

In this section, we give the definition of a basic localizerW and introduce two classes
of functors in Cat induced by W: the W-aspherical and W-local functors. In particular,
these classes of functors are contained inW. The first axiom for basic localizers requires
that it is weakly saturated, as defined here.

Definition 4.1.1. A class W of functors in Cat is weakly saturated if it satisfies the
following axioms.

[WS1] (Identities) The class W contains the identities.

[WS2] (Two of three) If two of three functors in a commutative triangle in Cat belong
to W, then so does the third one.

[WS3] (Retracts) If we have a commutative diagram in Cat of the form
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A

B

C

D

A

B

u uv

1A

1B

i.e. the functor u is a retract of the functor v, and the functor v belongs to W,
then so does the functor u.

[WS4] (Opposite) If a functor u : A→ B in Cat belongs to W, then so does its opposite
functor u : Aop → Bop.

Remark 4.1.2. The axiom [WS4] actually follows from the three other ones. A proof
can be found in [Mal05], Proposition 1.1.22.

We now state the three axioms for basic localizers.

Definition 4.1.3. A basic localizer is a class W of functors in Cat satisfying the
following axioms.

[BL1] The class W is weakly saturated.

[BL2] If A is a small category admitting a terminal object, then A→ 1 belongs to W.

[BL3] If

A B

C

u

v w

is a commutative triangle in Cat and the functor

uc : v ↓ c→ w ↓ c, (a, v(a) f−→ c) 7→ (u(a), wu(a) = v(a) f−→ c)

over u belongs to W for every c ∈ C, then the functor u belongs to W.

Remark 4.1.4. By axiom [WS4], we could have replaced axioms [BL2] and [BL3] by
their following dual axioms.

[BL2’] If A is a small category admitting an initial object, then A→ 1 belongs to W.
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[BL3’] If

A B

C

u

v w

is a commutative triangle in Cat and the functor

uc : c ↓ v → c ↓ w, (a, c f−→ v(a)) 7→ (u(a), c f−→ wu(a) = v(a))

over u belongs to W for every c ∈ C, then the functor u belongs to W.

Let W be a basic localizer. We introduce the notions of W-aspherical categories,
as for example the small categories admitting a terminal object, and of W-aspherical
functors, which belong in particular to W by axiom [BL3].

Definition 4.1.5. An element of W is called a W-equivalence.

Definition 4.1.6. A small category A is W-aspherical if the functor A → 1 belongs
to W.

Remark 4.1.7. By axiom [WS4], a small category A is W-aspherical if and only if its
opposite category Aop isW-aspherical. The axiom [BL2] says that if A admits a terminal
object, it is W-aspherical. Dually, if A admits an initial object, it is also W-aspherical.

Definition 4.1.8. Let u : A→ B be a functor in Cat.

(i) The functor u is W-aspherical if the functor

ub : u ↓ b→ B ↓ b, (a, u(a) f−→ b) 7→ (u(a), u(a) f−→ b)

over u is a W-equivalence for every b ∈ B.

(ii) Dually, the functor u is W-coaspherical if the functor

ub : b ↓ u→ b ↓ B, (a, b f−→ u(a)) 7→ (u(a), b f−→ u(a))

over u is a W-equivalence for every b ∈ B.

Remark 4.1.9. The class of W-aspherical functors contains the identities, satisfy the
two-of-three axiom and is stable under retracts, according to axioms [WS1], [WS2]
and [WS3]. Moreover, by axiom [WS4], a functor u : A → B in Cat is W-aspherical
if and only if its opposite functor u : Aop → Bop is W-coaspherical, since the opposite
functor of ub : u ↓ b→ B ↓ b is ub : b ↓ u→ b ↓ B for every b ∈ B. Furthermore, since the
functors ub : u ↓ b→ B ↓ b, for b ∈ B, correspond to the functors over u of axiom [BL3]
applied to the commutative triangle
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A B

B

u

u 1B

if follows from this that if u : A → B is W-aspherical, it is a W-equivalence. Dually, if
u : A→ B is W-coaspherical, it is also a W-equivalence.

The next proposition and its corollary give relations between W-aspherical (resp.
W-coaspherical) functors and W-aspherical categories. Note that the notion of W-a-
spherical categories is self-dual, while the notion of W-aspherical functors is dual to the
notion of W-coaspherical functors.

Proposition 4.1.10. Let u : A→ B be a functor in Cat.

(i) The functor u is W-aspherical if and only if the category u ↓ b is W-aspherical
for every b ∈ B.

(ii) The functor u is W-coaspherical if and only if the category b ↓ u is W-aspherical
for every b ∈ B.

Proof. (i) Let b ∈ B and consider the following commutative diagram.

ub B ↓ b

1

u ↓ b

Since B ↓ b admits a terminal object (b, 1b), it is W-aspherical by axiom [BL2] and
B ↓ b → 1 is a W-equivalence. By axiom [WS2], it follows that ub : u ↓ b → B ↓ b is
a W-equivalence if and only if u ↓ b → 1 is a W-equivalence, i.e. the category u ↓ b is
W-aspherical. Hence the functor u is W-aspherical if and only if the category u ↓ b is
W-aspherical for every b ∈ B.
(ii) The proof is dual to (i).

Corollary 4.1.11. Let A be a small category.

(i) The category A is W-aspherical if and only if the functor A→ 1 is W-aspherical.

(ii) The category A isW-aspherical if and only if the functor A→ 1 isW-coaspherical.

Proof. (i) Denote by p : A → 1 the unique functor to the terminal category. Then, by
Proposition 4.1.10, the functor p is W-aspherical if and only if the category p ↓ ∗ ∼= A is
W-aspherical.
(ii) The proof is dual to (i).

Remark 4.1.12. In particular, it follows from this corollary that, for every small cate-
gory A, the unique functor A→ 1 is W-aspherical if and only if it is W-coaspherical.
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In particular, the functors in Cat admitting a right (resp. left) adjoint are examples of
W-aspherical (resp.W-coaspherical) functors. This results immediately from the follow-
ing lemma and the axiom [BL2]. Moreover, since W-aspherical (resp. W-coaspherical)
functors are W-equivalences, this implies that functors that are part of an adjunction
are W-equivalences and that basic localizers contain all isomorphisms and equivalences
of small categories.

Lemma 4.1.13. Let u : A→ B be a functor in Cat.

(i) The functor u admits a right adjoint if and only if the category u ↓ b admits a
terminal object for every b ∈ B.

(ii) The functor u admits a left adjoint if and only if the category b ↓ u admits an
initial object for every b ∈ B.

Proof. (i) If u : A → B admits a right adjoint v : B → A, then (v(b), uv(b) εb−→ b) is a
terminal object of u ↓ b for every b ∈ B. Conversely, if the category u ↓ b admits a
terminal object (ab, u(ab)

fb−→ b) for every b ∈ B, define v : B → A to be the functor
sending

• an object b ∈ B to v(b) = ab,

• a morphism g : b → b′ in B to the unique morphism v(g) : ab → ab′ given by the
universal property of terminal objects such that the diagram

u(ab) u(ab′)

b b′

uv(g)

fb fb′

g

commutes.

Then v is functorial and defines a right adjoint to u.
(ii) The proof is dual to (i).

Proposition 4.1.14. Let u : A→ B be a functor in Cat.

(i) If the functor u admits a right adjoint, it is W-aspherical.

(ii) If the functor u admits a left adjoint, it is W-coaspherical.

Proof. (i) By Lemma 4.1.13, if the functor u admits a right adjoint, the category u ↓ b
admits a terminal object for every b ∈ B. Hence, by axiom [BL2], the category u ↓ b
is W-aspherical for every b ∈ B, which implies that the functor u is W-aspherical by
Proposition 4.1.10.
(ii) The proof is dual to (i).
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Remark 4.1.15. It follows from Proposition 4.1.14 that all equivalences and isomorphisms
are W-(co)aspherical and, in particular, belong to W.

We introduce a stronger notion of functors, called the W-local functors over a small
category, which are functors satisfying the hypotheses of axiom [BL3]. For example,
W-aspherical functors are W-local functors over their target.

Definition 4.1.16. Consider the following commutative triangle in Cat.

A B

C

u

v w

(i) The functor u is W-local over C if the functor

uc : v ↓ c→ w ↓ c, (a, v(a) f−→ c) 7→ (u(a), wu(a) = v(a) f−→ c)

over u is a W-equivalence for every c ∈ C.

(ii) The functor u is W-colocal over C if the functor

uc : c ↓ v → c ↓ w, (a, c f−→ v(a)) 7→ (u(a), c f−→ wu(a) = v(a))

over u is a W-equivalence for every c ∈ C.

Remark 4.1.17. The class of W-local functors contains the identities, satisfy the two-of-
three axiom and is stable under retracts, according to axioms [WS1], [WS2] and [WS3].
Moreover, by axiom [WS4], a functor u : A→ B in Cat is W-local over C if and only if
its opposite functor uop : Aop → Bop is W-colocal over Cop, since the opposite functor
uc : v ↓ c → w ↓ c is uc : c ↓ v → c ↓ w for every c ∈ C. Furthermore, the axiom [BL3]
says that if u : A→ B is W-local over C, it is a W-equivalence. Dually, if u : A→ B is
W-colocal over C, it is also a W-equivalence.

The next proposition says that if there is a functor between two small categories,
then aW-local functor over the source of this functor is aW-local functor over the target
of this functor. In particular, this implies that a W-aspherical functor is W-local.

Proposition 4.1.18. For every functor f : C → C ′ in Cat, a W-local functor over C
is also W-local over C ′.

Proof. Consider the following commutative diagram in Cat

A B

C

C ′

u

v w

f
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and suppose the functor u is W-local over C. Then the diagram

fv ↓ c′ fw ↓ c′

f ↓ c′

uc
′

vc
′

wc
′

commutes for every c′ ∈ C ′. For c′ ∈ C ′ and an object (c, f(c) h−→ c′) ∈ f ↓ c′, we have
the isomorphisms of categories

vc
′ ↓ (c, h) ∼= v ↓ c and wc

′ ↓ (c, h) ∼= w ↓ c

since their objects and morphisms are in correspondence. Then the functor uc′ ↓ (c, h)
corresponds to the functor uc, which is a W-equivalence by hypothesis. This means
that the functor uc′ is W-local over f ↓ c′ and it follows from axiom [BL3] that it is a
W-equivalence. Since this holds for every c′ ∈ C ′, the functor u is W-local over C ′.

We defined in this section three classes of morphisms satisfying axioms [WS1],
[WS2] and [WS3]: the class W of W-equivalences, the class Wasph of W-aspherical
functors and the class Wloc of W-local functors. In particular, following from Proposi-
tion 4.1.18, a W-aspherical functor is a W-local functor with respect to every commu-
tative triangle in Cat as in 4.1.16 and hence we have the following inclusions

Wasph ⊆ Wloc ⊆ W.

We finally give four examples of basic localizers.

Example 4.1.19. The class Wtr of all functors in Cat is a basic localizer, called the
trivial basic localizer.

Example 4.1.20. The class Wind of all functors between small categories that are both
empty or both non-empty is a basic localizer, called the indiscrete basic localizer.

Example 4.1.21. Let A be a small category. There is an equivalence relation on the
objects of A defined by a ∼ a′ if and only if there exists a finite zig-zag of morphisms
from a to a′, where a, a′ ∈ A. Let π0(A) be the discrete category of equivalence classes
of A under this relation and letW0 be the class of functors u : A→ B in Cat such that the
map π0(u) : π0(A)→ π0(B) induced by u is a bijection. Then the classW0 forms a basic
localizer (see [Mal11], Section 1.2), called the fundamental basic localizer. From this
definition, a small category A is W0-aspherical if it is non-empty and connected and a
functor u : A → B in Cat is W0-aspherical if the comma category u ↓ b is non-empty
and connected for every b ∈ B, i.e. if u is initial. Dually, the W0-coaspherical functors
correspond to the final functors.

Example 4.1.22. The class W∞ of all functors whose nerve is a weak homotopy equiv-
alence of simplicial sets is a basic localizer, which is the minimal one. More details can
be found in Section 6.3.
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Note that we have the inclusionsW0 ⊂ Wind ⊂ Wtr. In fact, the three basic localizers
W0, Wtr and Wind are the three largest basic localizers, while the basic localizer W∞ is
the minimal one (Theorem 6.3.5).

Theorem 4.1.23. If W is a basic localizer that is not trivial or indiscrete, we have the
following inclusions

W ⊆W0 ⊂ Wind ⊂ Wtr.

Proof. See [Mal11], Section 1.2.

4.2 Exact Squares

Let W be a basic localizer. The basic localizer W induces a class of squares in Cat,
called W-exact squares, such that a functor between comma categories induced by the
square is W-aspherical. We show that this class of squares is the smallest one stable
under horizontal pasting and horizontal descent and containing the comma squares and
squares of the form

B

1

A

1

u

⇒=

where the functor u is W-coaspherical.
We first define the functors between comma categories induced by a square.

Definition 4.2.1. Consider a square D in Cat.

D =

A

B

C

D

u

p

v

q

⇒α

(i) The functor p induces a functor pd : v ↓ d→ u ↓ q(d), for every d ∈ D, carrying an
object (c, v(c) h−→ d) ∈ v ↓ d to the object (p(c), up(c) αc−→ qv(c) q(h)−→ q(d)) and a
morphism g : c→ c′ in v ↓ d to the morphism p(g) : p(c)→ p(c′).

(ii) The functor v induces a functor va : a ↓ p→ u(a) ↓ q, for every a ∈ A, carrying an
object (c, a f−→ p(c)) ∈ a ↓ p to the object (v(c), u(a) u(f)−→ up(c) αc−→ qv(c)) and a
morphism g : c→ c′ in a ↓ p to the morphism v(g) : v(c)→ v(c′).

Remark 4.2.2. We say that pd : v ↓ d→ u ↓ q(d), for d ∈ D, is a functor over p : C → A
and va : a ↓ p → u(a) ↓ q, for a ∈ A, is a functor over v : C → D since we have the
following commutative diagrams.
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u ↓ q(d)

A

v ↓ d

C

πq(d)

pd

πd

p

u(a) ↓ q

D

a ↓ p

C

πu(a)

va

πa

v

Since the notions of W-aspherical and W-coaspherical functors are dual, we can
define W-exact squares in two ways: either the functors over p are W-coaspherical or
the functors over v are W-aspherical.

Proposition 4.2.3. Consider a square D in Cat.

D =

A

B

C

D

u

p

v

q

⇒α

The following are equivalent:

(i) The functor pd : v ↓ d→ u ↓ q(d) over p is W-coaspherical for every d ∈ D.

(ii) The functor va : a ↓ p→ u(a) ↓ q over v is W-aspherical for every a ∈ A.

Proof. Let a ∈ A, d ∈ D and g : u(a)→ q(d) in B. An object of the category (a, g) ↓ pd

is a triplet (c, v(c) h−→ d, a
f−→ p(c)) such that the diagram

u(a) q(d)

up(c) qv(c)

g

u(f) q(h)

αc

commutes and an object of the category va ↓ (d, g) is a triplet (c, a f−→ p(c), v(c) h−→ d)
such that the diagram above commutes. Moreover, morphisms in these categories are
morphisms l : c→ c′ in C such that the following diagrams commute.

a

p(c)

p(c′)

v(c)

v(c′)

d

f

f ′
p(l)

h

h′

v(l)

Hence the categories (a, g) ↓ pd and va ↓ (d, g) are isomorphic. Since the functor pd
is W-coaspherical if and only if the category (a, g) ↓ pd is W-aspherical for every
(a, g) ∈ u ↓ q(d) and the functor va isW-aspherical if and only if the category va ↓ (d, g)
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is W-aspherical for every (d, g) ∈ u(a) ↓ q (Proposition 4.1.10), it follows that the func-
tor pd is W-coaspherical for every d ∈ D if and only if the functor va is W-aspherical for
every a ∈ A.

Definition 4.2.4. A square is W-exact if it satisfies one of the two equivalent condi-
tions (i) and (ii) of Proposition 4.2.3.

In particular, the next proposition gives a relation between W-aspherical functors
and W-exact squares.

Proposition 4.2.5. Let u : A→ B be a functor in Cat.

(i) The square

D =

1

1

A

B

u
⇒=

is W-exact if and only if the functor u is W-aspherical.

(ii) The square

D =

B

1

A

1

u

⇒=

is W-exact if and only if the functor u is W-coaspherical.

Proof. (i) The functor of Definition 4.2.1 (ii) over u is exactly u. Hence the square D is
W-exact if and only if the functor u is W-aspherical. Moreover, the functor of Defini-
tion 4.2.1 (i) over A→ 1 is u ↓ b→ 1 for every b ∈ B. Since the square D is W-exact if
and only if u ↓ b→ 1 is W-coaspherical for every b ∈ B, it follows from Corollary 4.1.11
and Proposition 4.1.10 that the square D is W-exact if and only if the category u ↓ b is
W-aspherical for every b ∈ B if and only if the functor u is W-aspherical.
(ii) The proof is dual to (i).

This proposition says that the class of W-exact squares already satisfies one of the
properties we required at the beginning of the section. In particular, considering the
fundamental basic localizer W0, this proposition gives us a criteria for final and initial
functors (see Theorem 8.1.3).
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Remark 4.2.6. If a functor u : A → B in Cat admits a right adjoint, it is W-aspherical
(Proposition 4.1.14) and the square

D =

1

1

A

B

u
⇒=

isW-exact. And, if a functor u : A→ B in Cat admits a left adjoint, it isW-coaspherical
(Proposition 4.1.14) and the square

D =

B

1

A

1

u

⇒=

is W-exact.
There is also a relation between W-aspherical categories and W-exact squares.

Corollary 4.2.7. Let A be a small category. The square

1

1

A

1

⇒=

is W-exact if and only if the category A is W-aspherical.

Proof. Immediate from Proposition 4.2.5 and Corollary 4.1.11.

We now verify the rest of the properties we required for the class ofW-exact squares,
i.e. the stability under horizontal pasting and horizontal descent and the fact that it
contains the comma squares.

Proposition 4.2.8. The class of W-exact squares

(i) is stable under horizontal pasting;

(ii) is stable under horizontal descent, i.e. if J is a set and

D =

A

B

C

D

u

p

v

q

⇒α Dj =

Cj

Dj

C

D

vj

pj

v

qj

⇒αj
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are squares in Cat such that Ob(D) =
⋃
j∈J qj(Ob(Dj)) and the squares Dj and

the horizontal pasting Dj ◦ D are W-exact for every j ∈ J , then the square D is
also W-exact.

(iii) contains all comma squares of the form

A

B

u ↓ b

1

u

πb

s

b

⇒ν

(iv) contains all comma squares.

Proof. (i) Immediate from the fact that the class ofW-aspherical functors is stable under
composition (see Remark 4.1.9).
(ii) Let d ∈ D. By hypothesis, there exists some j ∈ J and dj ∈ Dj such that d = qj(dj).
Since the squares Dj and Dj ◦D areW-exact, the functor vj ↓ dj → v ↓ d over pj and the
functor vj ↓ dj → v ↓ d → u ↓ q(d) over p ◦ pj are W-coaspherical. By the two-of-three
axiom (see Remark 4.1.9), the functor v ↓ d → u ↓ q(d) over p is also W-coaspherical
and hence the square D is W-exact.
(iii) It suffices to see that the morphism s ↓ ∗ → u ↓ b over πb is the identity of u ↓ b
and hence is W-coaspherical (see Remark 4.1.9).
(iv) Let D be a comma square in Cat

D =

A

B

u ↓ v

C

u

πu

πv

v

⇒ν

and let c ∈ C. Then the functor r : u ↓ v(c) → πv ↓ c which carries an object
(a, u(a) f−→ v(c)) ∈ u ↓ v(c) to (a, c, u(a) f−→ v(c), c 1c−→ c) has left adjoint the func-
tor πcu : πv ↓ c→ u ↓ v(c) over πu. Consider the following diagram.

1

u ↓ v(c)

1

πv ↓ c A

B

u ↓ v

C

u

πu

πv

v

πc

c

r

⇒ν⇒⇒= =

A

B

u ↓ v(c)

1

u

πv(c)

v(c)

⇒

D′′ D′ D D′′′
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By Remark 4.2.6, the square D′′ is W-exact since the functor r admits a left adjoint.
By (iii), the squares D′ and D′′′ areW-exact and, by (i), the horizontal pasting D′′◦D′ is
alsoW-exact. Since Ob(C) =

⋃
c∈C{c}, it follows from (ii) that the square D isW-exact.

Hence all comma squares are W-exact.

Dually, we also have the stability under vertical pasting and vertical descent.

Proposition 4.2.9. The class of W-exact squares

(i) is stable under vertical pasting;

(ii) is stable under vertical descent, i.e. if J is a set and

D =

A

B

C

D

u

p

v

q

⇒α Dj =

Cj

C

Aj

A

vj

pj

uj

p

⇒αj

are squares in Cat such that Ob(A) =
⋃
j∈J uj(Ob(Aj)) and the square Dj and

the vertical pasting D ◦ Dj are W-exact for every j ∈ J , then the square D is also
W-exact.

Proof. The proof is dual to the proof of Proposition 4.2.8 (i) and (ii).

Finally, we can prove that the class of W-exact squares is the smallest one with
the required properties. This results will be useful to show that the class of D-Beck-
Chevalley squares (Section 5.2) contains the W-exact squares, where W is the basic
localizer associated to a derivator D.

Theorem 4.2.10. The class of W-exact squares is the smallest class of squares in Cat
stable under horizontal pasting and horizontal descent and that contains the comma
squares and the squares of the form

B

1

A

1

u

⇒=

where the functor u is W-coaspherical.

Proof. By Propositions 4.2.8 and 4.2.5, the class of W-exact squares satisfies all condi-
tions of the theorem. Let Q be a class of squares in Cat satisfying all these conditions.
We show that Q contains the W-exact squares. Let D be a W-exact square in Cat.
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D =

A

B

C

D

u

p

v

q

⇒α

Then, by definition, the functor pd : v ↓ d→ u ↓ q(d) over p is W-coaspherical for every
d ∈ D. For d ∈ D, we have the following diagram.

v ↓ d

1

A

B

C

D

u

p

v

q

πd

d

⇒α⇒ =

v ↓ d

1

A

B

u ↓ q(d)

1

u

πq(d)

q(d)

pd

⇒⇒=

D′ D D′′′ D′′

By hypothesis, the comma squares D′ and D′′ belong to Q and the square D′′′ belongs
to Q since pd is W-coaspherical. Then the pasting D′′′ ◦ D′′ also belongs to Q by
stability under horizontal pasting. Finally, since Q is stable under horizontal descent and
Ob(D) =

⋃
d∈D{d}, the square D belongs to Q. Hence the class Q contains all W-exact

squares and the class of W-exact squares is the smallest class of squares satisfying the
conditions of the theorem.

Remark 4.2.11. Dually, the class of W-exact squares is the smallest class of squares
in Cat stable under vertical pasting and vertical descent and that contains the comma
squares and the squares of the form

1

1

A

B

u
⇒=

where the functor u is W-aspherical.

4.3 Weak Exact Squares

LetW be a basic localizer. There is another class of squares, whose defining property
is similar to the one ofW-exact squares, but usingW-local orW-colocal functors in place
ofW-aspherical andW-coaspherical functors. This class of squares is generally the same
as the class of W-exact squares, except when W = Wind. But this class of squares is
important in the case of a basic localizer associated to a derivator D, since then it
coincides with the class of D-Beck-Chevalley squares (Section 5.2).
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Proposition 4.3.1. Consider a square D in Cat.

D =

A

B

C

D

u

p

v

q

⇒α

The following are equivalent:

(i) The functor pd : v ↓ d→ u ↓ q(d) over p is W-colocal over A for every d ∈ D.

(ii) The functor va : a ↓ p→ u(a) ↓ q over v is W-local over D for every a ∈ A.

Moreover, both conditions are implied by

(iii) The square is W-exact,

and (iii) is equivalent to (i) and (ii) when W 6=Wind.

Proof. Suppose first that the square D is W-exact, i.e. the functor pd : v ↓ d→ u ↓ q(d)
over p is W-coaspherical. In particular, the functor pd is W-colocal over u ↓ q(d) and,
since there is a functor πq(d) : u ↓ q(d) → A, it follows from Proposition 4.1.18 that the
functor pd isW-colocal over A. Hence (iii) implies (i) and, dually, we can show that (iii)
implies (ii).

We describe conditions (i) and (ii). For a ∈ A and d ∈ D, consider the following
diagrams.

u ↓ q(d)

A

v ↓ d

C

πq(d)

pd

πd

p

u(a) ↓ q

D

a ↓ p

C

πu(a)

va

πa

v

Condition (i) says that (pd)a : a ↓ (pπd)→ a ↓ πq(d) is aW-equivalence and condition (ii)
says that (va)d : (vπa) ↓ d→ πu(a) ↓ d is a W-equivalence.

Suppose first that W =Wind and check that (i) is equivalent to (ii). Note that there
is an isomorphism of categories a ↓ (pπd) ∼= (vπa) ↓ d. Moreover, the category a ↓ πq(d)

is non-empty if and only if the set B(u(a), q(d)) is non-empty if and only if the cate-
gory πu(a) ↓ d is non-empty. Hence (pd)a is a Wind-equivalence if and only if (va)d is a
Wind-equivalence, for every a ∈ A and d ∈ D, and (i) is equivalent to (ii).

Now suppose that W 6= Wind. If W = Wtr, it is clear that all equivalences hold.
Hence suppose also that W 6= Wtr. By Theorem 4.1.23, this implies that W ⊆ W0.
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We show that in this case (i) implies (iii). The functor (pd)a : a ↓ (pπd)→ a ↓ πq(d) can
be identified with the coproduct functor∐

g : u(a)→q(d)
(a, g) ↓ pd −→

∐
g : u(a)→q(d)

(a, g) ↓ (u ↓ q(d)). (1)

By (i), this coproduct functor is aW-equivalence and it is in particular aW0-equivalence
since W ⊆ W0. This implies that the category (a, g) ↓ pd is non-empty for every
g : u(a)→ q(d) in B. Therefore the functor (a, g) ↓ pd → (a, g) ↓ (u ↓ q(d)) is a
retract of (1) for every morphism g : u(a) → q(d) in B and, by axiom [WS3], it is a
W-equivalence. This shows that the functor pd is W-coaspherical and thus that the
square D is W-exact. Dually, we can show that in this case (ii) implies (iii).

Definition 4.3.2. A square is weak W-exact if it satisfies one of the two equivalent
conditions (i) and (ii) of Proposition 4.3.1.

Remark 4.3.3. A W-exact square in Cat is weak W-exact. Moreover, if W 6= Wind,
a square in Cat is W-exact if and only if it is weak W-exact.

As forW-exact squares, the class of weakW-exact squares is stable under horizontal
and vertical pasting and horizontal and vertical descent and contains the comma squares.

Proposition 4.3.4. The class of weak W-exact squares

(i) is stable under horizontal and vertical pasting;

(ii) is stable under horizontal and vertical descent;

(iii) contains all comma squares.

Proof. The proof is essentially the same as the one for W-exact squares (see Proposi-
tions 4.2.8 and 4.3.4).

The following example shows that, for the indiscrete basic localizer Wind, there exist
weak Wind-exact squares that are not Wind-exact, which indicates that the distinction
is meaningful.

Example 4.3.5. Consider the indiscrete basic localizer Wind. Then there exist weak
Wind-exact squares that are not Wind-exact. Here is an example. Let B be the small
category

B = 0 1
α

β

and let D be the following square in Cat.
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D =

1

B

1

1

0

1

⇒α

Then the functor 1 ↓ ∗ → 0 ↓ 1 over the upper functor can be identified with the functor
1

α−→ {α, β}, where {α, β} is the discrete category whose objects are α and β. Then
this functor is Wind-colocal over 1, i.e. it is a Wind-equivalence, since its source and
target categories are both non-empty. But it is not Wind-coaspherical, since the functor
β ↓ α → β ↓ {α, β} is not a Wind-equivalence. The category β ↓ α is actually empty,
while the category β ↓ {α, β} is not. Hence the square D is weak Wind-exact, but not
Wind-exact.
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5 Basic Localizer of a Derivator
Given a derivator D, we define, in Section 5.1, a class WD of functors in Cat that

forms a basic localizer. For example, if C is a cocomplete and complete category, we
can compute the basic localizer associated to the derivator DC , which is either W0,
Wind or Wtr. After verifying the axioms for basic localizers for WD, we introduce,
in Section 5.2, the notion of D-Beck-Chevalley squares, which are squares in Cat whose
images under D are Beck-Chevalley squares. Finally, we show that this notion of squares
coincides with the notion of weak WD-exact squares and hence, in most cases, with the
notion of WD-exact squares.

5.1 Definition and Verification of the Axioms

Let D be a derivator. We construct here a class of functors in Cat associated to the
derivator D and check that this class satisfies all axioms of a basic localizer.

Definition 5.1.1. A functor u : A → B in Cat is a D-equivalence if the functor
u∗ : D(B) → D(A) induces a fully faithful functor on the full subcategory of constant
coefficients of D(B), i.e. for every X,Y ∈ D(1), the map

D(B)(∆BX,∆BY )→ D(A)(∆AX,∆AY ), φ 7→ u∗(φ)

is a bijection. We define WD to be the class of D-equivalences.

We verify each axiom for basic localizers for WD. Here is the first one.

Proposition 5.1.2. The class WD of D-equivalences is weakly saturated.

Proof. Since the class of bijections in Set satisfies the axioms [WS1], [WS2] and [WS3],
it follows from the definition of D-equivalences that the class WD satisfies the axioms
[WS1], [WS2] and [WS3]. Moreover, if a functor u : A→ B in Cat is a D-equivalence,
then its opposite functor u : Aop → Bop is also a D-equivalence since the corresponding
map of Definition 5.1.1 is the composite

D(Bop)(∆BopX,∆BopY )

D(B)(∆BX,∆BY ) D(A)(∆AX,∆AY )

D(Aop)(∆AopX,∆AopY )

∼=

u∗

∼=

where X,Y ∈ D(1). This shows axiom [WS4].

As for basic localizers, there are notions of D-aspherical categories, D-(co)aspherical
functors, D-(co)local functors, and (weak) D-exact squares.
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Definition 5.1.3. As in Section 4.1, we have the following terminology.

(i) A small category A is D-aspherical if it is WD-aspherical, i.e. if the functor
∆A : D(1)→ D(A) is fully faithful.

(ii) A functor u : A→ B is D-aspherical (resp. D-coaspherical) if it isWD-aspherical
(resp. WD-coaspherical).

(iii) Considering a commutative triangle in Cat,

A B

C

u

v w

the functor u is D-local (resp. D-colocal) over C if it isWD-local (resp.WD-colocal)
over C.

(iv) A square D in Cat

D =

A

B

C

D

u

p

v

q

⇒α

is D-exact if it is WD-exact and it is weak D-exact if it is weak WD-exact.

The second axiom of a basic localizer follows immediately from the definition of
D-aspherical category.

Proposition 5.1.4.

(i) A small category A admitting a terminal object is D-aspherical.

(ii) A small category A admitting an initial object is D-aspherical.

Proof. (i) Let t ∈ A denote the terminal object. Then t : 1 → A is a fully faithful
functor with left adjoint p : A → 1. By Corollary 3.2.10, this implies that p∗ = ∆A is
fully faithful and, by definition, that the category A is D-aspherical.
(ii) The proof is dual to (i).

The next proposition gives a useful criterion for D-equivalences in terms of natural
isomorphisms induced by the unit and counit of the adjunctions formed by the Kan
extensions.
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Proposition 5.1.5. Let u : A→ B be a functor in Cat. The following are equivalent:

(i) The functor u is a D-equivalence.

(ii) The natural transformation

limB ∆B ⇒ limB u∗u
∗∆B

∼= limA ∆A

induced by the unit η : 1D(B) ⇒ u∗u
∗ is a natural isomorphism.

(iii) The natural transformation

colimA ∆A
∼= colimB u!u

∗∆B ⇒ colimB ∆B

induced by the counit ε : u!u
∗ ⇒ 1D(B) is a natural isomorphism.

Proof. Condition (i) means that the map D(B)(∆BX,∆BY ) → D(A)(∆AX,∆AY ) in-
duced by u is bijective, for every X,Y ∈ D(1). By adjunction, this means that the
map

D(1)(X, limB ∆BY )→ D(1)(X, limA ∆AY )

induced by the unit η : 1D(B) ⇒ u∗u
∗ is bijective, for every X,Y ∈ D(1), which is

equivalent to saying that the morphism limB ∆BY → limA ∆AY induced by the unit η
is an isomorphism, for every Y ∈ D(1). In other words, condition (i) holds if and
only if the natural transformation limB ∆B ⇒ limA ∆A induced by the unit η is a
natural isomorphism. Since the natural transformations in (ii) and (iii) are conjugate,
the equivalence of (ii) and (iii) follows from Lemma 3.1.9.

We also have a criterion in terms of natural isomorphisms induced by the unit and
counit of the adjunctions formed by the Kan extensions for W-local and W-colocal
functors.

Proposition 5.1.6. Consider a commutative triangle in Cat.

A B

C

u

v w

The following are equivalent:

(i) The functor u is D-local over C.

(ii) The natural transformation

v!∆A
∼= w!u!u

∗∆B ⇒ w!∆B

induced by the counit ε : u!u
∗ ⇒ 1D(B) is a natural isomorphism.
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(iii) The natural transformation

limB w
∗ ⇒ limB u∗u

∗w∗ ∼= limA v
∗

induced by the unit η : 1D(B) ⇒ u∗u
∗ is a natural isomorphism.

And dually, the following are equivalent:

(iv) The functor u is D-colocal over C.

(v) The natural transformation

w∗∆B ⇒ w∗u∗u
∗∆B

∼= v∗∆A

induced by the unit η : 1D(B) ⇒ u∗u
∗ is a natural isomorphism.

(vi) The natural transformation

colimA v
∗ ∼= colimB u!u

∗w∗ ⇒ colimB w
∗

induced by the counit ε : u!u
∗ ⇒ 1D(B) is a natural isomorphism.

Proof. By axiom [D2], condition (ii) is equivalent to saying that c∗v!∆A ⇒ c∗w!∆B is a
natural isomorphism for every c ∈ C. By axiom [D4], for c ∈ C, the images under D of
the comma squares

A

C

v ↓ c

1

v

πcv

c

⇒

B

C

w ↓ c

1

w

πcw

c

⇒

are Beck-Chevalley, i.e. we have natural isomorphisms

colimv↓c(πcv)∗ ∼= c∗v! and colimw↓c(πcw)∗ ∼= c∗w!.

Then the natural transformation c∗v!∆A ⇒ c∗w!∆B corresponds to the natural transfor-
mation colimv↓c ∆v↓c = colimv↓c(πcv)∗∆A ⇒ colimw↓c(πcw)∗∆B = colimw↓c ∆w↓c induced
by the counit ε : (uc)!(uc)∗ ⇒ 1D(w↓c). Hence it is a natural isomorphism if and only if
uc : v ↓ c→ w ↓ c is a D-equivalence, by Proposition 5.1.5. This shows v!∆A ⇒ w!∆B is
a natural isomorphism if and only if the functor u is D-local over C and hence that (i)
and (ii) are equivalent. Since the natural transformations in (ii) and (iii) are conjugate,
the equivalence of (ii) and (iii) follows from Lemma 3.1.9.

The second part of the proposition is dual.

This proposition allows us to prove the last axiom for basic localizers for WD and
hence conclude that WD is a basic localizer.
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Proposition 5.1.7. Consider a commutative triangle in Cat.

A B

C

u

v w

If the functor u is D-local over C, then it is a D-equivalence.

Proof. By Proposition 5.1.6, the natural transformation v!∆A ⇒ w!∆B induced by the
counit ε : u!u

∗ ⇒ 1D(B) is a natural isomorphism. Then the natural transformation

colimA ∆A
∼= colimC v!∆A ⇒ colimC w!∆B

∼= colimB ∆B

is also a natural isomorphism. By Proposition 5.1.5, this means that the functor u is a
D-equivalence.

Theorem 5.1.8. The class WD of D-equivalences is a basic localizer.

Proof. We have already checked all axioms: axiom [BL1] follows from Proposition 5.1.2,
axiom [BL2] from Proposition 5.1.4 and axiom [BL3] from Proposition 5.1.7.

Finally, we compute the class WDC for all represented derivators DC , where C is a
cocomplete and complete category.

Proposition 5.1.9. Let C be a cocomplete and complete category and DC be the repre-
sented derivator of C. Then the class of DC-equivalences is

WDC =


W0 if C is not equivalent to a preorder category;
Wind if C is equivalent to a non-empty preorder category but C 6' 1;
Wtr if C ' 1 or C is empty.

Proof. Let A be a small category. Then ∆A : C → CA is the usual diagonal functor.
Let c, d ∈ C. We have that

CA(∆Ac,∆Ad) ∼= C(c, d)π0(A).

Hence a functor u : A→ B in Cat is a WDC -equivalence if and only if the map

C(c, d)π0(B) −→ C(c, d)π0(A), f 7→ f ◦ π0(u) (2)

is a bijection for every c, d ∈ C.
If C is not equivalent to a preordered category, there exists two objects c, d ∈ C such

that C(c, d) has at least two elements. Then the map (2) is a bijection for this particular
pair of objects if and only if π0(u) is a bijection. Therefore WDC =W0.

If C is equivalent to a non-empty preordered category but C 6' 1, there exists two
objects c, d ∈ C such that C(c, d) is empty. Then the map (2) is a bijection for this
particular pair of objects if and only π0(A) and π0(B) are both empty or both non-
empty. This is equivalent to saying that the categories A and B are both empty or both
non empty. Hence WDC =Wind.

The cases C = ∅ and C ' 1 are trivial.
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5.2 D-Beck-Chevalley Squares

Let D be a derivator. We define a class of squares in Cat, called the D-Beck-Chevalley
squares, which are the squares in Cat such that their image under D is Beck-Chevalley.
We prove that the D-Beck-Chevalley squares are exactly the weak D-exact squares.
Since we have seen that the notion of weak D-exact squares and D-exact squares are
most of the time the same, except when WD =Wind, this implies that in most cases the
D-Beck-Chevalley squares are the D-exact squares. But, this is always true that the class
of D-Beck-Chevalley squares contains the D-exact squares. We first show this result by
using Theorem 4.2.10.

Definition 5.2.1. A square D in Cat

D =

A

B

C

D

u

p

v

q

⇒α

is D-Beck-Chevalley if its image under D is a Beck-Chevalley square. In other words,
the square D is D-Beck-Chevalley if the mates

D(A)

D(B)

D(C)

D(D)

u!

p∗

v!

q∗

⇒α!

D(A)

D(B)

D(C)

D(D)

u∗

p∗

v∗

q∗

⇒α∗

associated to the natural transformation α∗ : p∗u∗ ⇒ v∗q∗ are natural isomorphisms.

Remark 5.2.2. The D-Beck-Chevalley squares are well-defined since, if D is a derivator,
the functors u∗, v∗, p∗ and q∗ admit left and right adjoints by axiom [D3].

The following results follow immediately from the definition.
Remark 5.2.3. If a functor u : A→ B in Cat admits a right adjoint v : B → A, the square

D =

1

1

A

B

u
⇒=

is D-Beck-Chevalley since the left mate of its image under D is u!∆A
∼= v∗∆A ⇒ ∆B,

which is the identity. Dually, if a functor u : A→ B admits a left adjoint v : B → A, the
square
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D =

B

1

A

1

u

⇒=

is D-Beck-Chevalley since the right mate of its image under D is ∆B ⇒ u∗∆A
∼= v∗∆A,

which is the identity.
In order to use Theorem 4.2.10, we need to show that the class of D-Beck-Chevalley

squares is stable under horizontal pasting and horizontal descent and that it contains
the comma squares and the squares of the form

B

1

A

1

u

⇒=

where the functor u is D-aspherical. The next proposition gives us the first three condi-
tions. But, we first need a lemma.

Lemma 5.2.4. Let J be a set and {qj : Dj → D}j∈J be a family of functors in Cat
such that Ob(D) =

⋃
j∈J qj(Ob(Dj)). Then the family {q∗j : D(D) → D(Dj)}j∈J is

conservative.

Proof. Consider a morphism φ in D(D) such that q∗j (φ) is an isomorphism in D(Dj) for
every j ∈ J . Let d ∈ D. By hypothesis, there exists some j ∈ J and dj ∈ Dj such
that d = qj(dj). Then d∗(φ) = d∗jq

∗
j (φ) is an isomorphism since q∗j (φ) is an isomorphism.

Since this holds for every d ∈ D, it follows from axiom [D2] that φ is an isomorphism.

Proposition 5.2.5. The class of D-Beck-Chevalley squares in Cat

(i) is stable under horizontal and vertical pasting;

(ii) is stable under horizontal and vertical descent;

(iii) contains all comma squares of the form

A

B

u ↓ b

1

u

πb

b

⇒ν

1

B

b ↓ u

A

πb b

u

⇒µ

(iv) contains all comma squares.
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Proof. (i) Immediate from the fact that the class of Beck-Chevalley squares is stable
under horizontal and vertical pasting (see Remark 3.1.5).
(ii) Let J be a set and

D =

A

B

C

D

u

p

v

q

⇒α Dj =

Cj

Dj

C

D

vj

pj

v

qj

⇒αj

be squares in Cat such that Ob(D) =
⋃
j∈J qj(Ob(Dj)) and the square Dj and the

horizontal pasting Dj ◦ D are D-Beck-Chevalley for every j ∈ J . Denote by γj the
natural transformation of the square Dj ◦ D for every j ∈ J . We have the following
diagram

D(B)

D(A)

D(D)

D(C)

D(Dj)

D(Cj)

u!

q∗

p∗

v!

q∗j

p∗j

(vj)!
⇒α!⇒(αj)! =

D(B)

D(A)

D(Dj)

D(Cj)

u!

(qqj)∗

(ppj)∗

(vj)!
⇒(γj)!

i.e. (γj)! = q∗jα!◦(αj)!p
∗, for every j ∈ J . Since (γj)! and (αj)! are natural isomorphisms,

this implies that q∗jα! is a natural isomorphism for every j ∈ J . By Lemma 5.2.4, the
family of functors {q∗j }j∈J is conservative. This implies that the mate α! is a natural
isomorphism and hence that the square D is D-Beck-Chevalley. This shows the stability
under horizontal descent.

The proof of stability under vertical descent is dual.
(iii) This is axiom [D4].
(iv) According to (i), (ii) and (iii) and Remark 5.2.3, the proof of (iv) is essentially the
same as the proof of Proposition 4.2.8 (iv).

The next three lemmas give examples of squares that are D-exact if and only if they
are D-Beck-Chevalley. In particular, the third lemma shows that the last condition of
Theorem 4.2.10 is satisfied by the class of D-Beck-Chevalley squares.

Lemma 5.2.6. Let A be a small category and D be the following square.

D =

1

1

A

1

⇒=
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The following are equivalent:

(i) The category A is D-aspherical.

(ii) The functor ∆A : D(1)→ D(A) is fully faithful.

(iii) The square D is D-exact.

(iv) The square D is D-Beck-Chevalley.

(v) The counit ε : colimA ∆A ⇒ 1D(1) is a natural isomorphism.

(vi) The unit η : 1D(1) ⇒ limA ∆A is a natural isomorphism.

Proof. The equivalence of (i) and (ii) follows immediately from the definition and the
equivalence of (i) and (iii) was proved in Corollary 4.2.7. Moreover, the natural trans-
formations in (v) and (vi) are the mates of the image under D of the square D which
proves the equivalence of (iv) with (v) and (vi). Finally, Lemma 3.2.9 implies that (ii)
is equivalent to (v) and (vi).

Lemma 5.2.7. Let u : A→ B be a functor in Cat and D be the following square.

D =

1

1

A

B

u
⇒=

The following are equivalent:

(i) The functor u is D-aspherical.

(ii) The square D is D-exact.

(iii) The square D is D-Beck-Chevalley.

(iv) The natural transformation u!∆A ⇒ ∆B induced by the counit ε : u!u
∗ ⇒ 1D(B) is

a natural isomorphism.

(v) The natural transformation limB ⇒ limB u∗u
∗ ∼= limA u

∗ induced by the unit
η : 1D(B) ⇒ u∗u

∗ is a natural isomorphism.

Proof. The equivalence of (i) and (ii) was proved in Proposition 4.2.5. Moreover, the nat-
ural transformations in (iv) and (v) are the mates of the image under D of the square D
which proves the equivalence of (iii) with (iv) and (v). The equivalence of (i) with (iv)
and (v) comes from Proposition 5.1.6, since a D-aspherical functor is in particular D-local
over B.
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Lemma 5.2.8. Let u : A→ B be a functor in Cat and D be the following square.

D =

B

1

A

1

u

⇒=

The following are equivalent:

(i) The functor u is D-coaspherical.

(ii) The square D is D-exact.

(iii) The square D is D-Beck-Chevalley.

(iv) The natural transformation ∆B ⇒ u∗∆A induced by the unit η : 1D(B) ⇒ u∗u
∗ is

a natural isomorphism.

(v) The natural transformation colimA u
∗ ∼= colimB u!u

∗ ⇒ colimB induced by the
counit ε : u!u

∗ ⇒ 1D(B) is a natural isomorphism.

Proof. The proof is dual to the proof of Lemma 5.2.7.

It follows from this result that the class of D-Beck-Chevalley squares contains all
D-exact squares.

Theorem 5.2.9. Every D-exact square in Cat is a D-Beck-Chevalley square.

Proof. By Proposition 5.2.5 and Lemma 5.2.8, the class of D-Beck-Chevalley squares
in Cat satisfies all conditions of Theorem 4.2.10 with respect to the basic localizer WD
and hence contains all D-exact squares.

Finally, we shows that the notion of D-Beck-Chevalley squares and the notion of
weak D-exact squares are equivalent.

Theorem 5.2.10. A square in Cat is D-Beck-Chevalley if and only if it is weak D-exact.

Proof. Consider a square D in Cat

D =

A

B

C

D

u

p

v

q

⇒α

and the left mate α! : v!p
∗ ⇒ q∗u! of its image under D. By axiom [D2], this mate is a

natural isomorphism if and only if d∗α! : d∗v!p
∗ ⇒ d∗q∗u! is a natural isomorphism for

every d ∈ D. Let d ∈ D. We have the following diagrams.
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C

D

v ↓ d

1

A

B

v

πd

d

p

q

u
⇒ν ⇒α =

A

B

u ↓ q(d)

1

v ↓ d

u

πq(d)

q(d)

pd

p ◦ πd

⇒µ

=

=

By axiom [D4], the image under D of the two comma squares are Beck-Chevalley, i.e. we
have two natural isomorphisms

ν! : colimv↓d(πd)∗ ⇒ d∗v! and µ! : colimu↓q(d)(πq(d))∗ ⇒ q(d)∗u!.

Considering the left mates of the image under D of the diagrams above, we have the
following commutative diagram of natural transformations.

colimv↓d(πd)∗p∗ ∼= colimu↓q(d)(pd)!(pd)∗(πq(d))∗

d∗v!p
∗

colimu↓q(d)(πq(d))∗

d∗q∗u!

ν!p
∗ ∼=

d∗α!

colimu↓q(d) ε(πq(d))∗

µ!∼=

where ε denotes the counit ε : (pd)!(pd)∗ ⇒ 1D(u↓q(d)). Hence d∗α! is a natural isomor-
phism if and only if the natural transformation

colimv↓d(pπd)∗ ⇒ colimu↓q(d)(πq(d))∗

induced by ε is a natural isomorphism. By Proposition 5.1.6, it is equivalent to saying
that the functor pd : v ↓ d⇒ u ↓ q(d) is D-colocal over A or, in other words, to saying
that the square D is weak D-exact since this holds for every d ∈ D. This shows that a
square is D-Beck-Chevalley if and only if it is weak D-exact.
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6 Homotopy Derivators and the Basic Localiser W∞
For every model category M, there is a homotopy derivator sending a small cat-

egory A to the homotopy category of MA, where the weak equivalences are defined
levelwise. In Section 6.1, we check that this actually defines a derivator for model
categories that are combinatorial. In Section 6.2, we show that, if there is a Quillen
equivalence between two combinatorial model categories, their derivators are equivalent
and they have the same basic localizer. We use this result, in Section 6.4, to compute
the basic localizer of the homotopy derivator of the category of simplicial sets equipped
with the Quillen model structure. If the category of small categories is equipped with
the Thomason model structure where the weak equivalences are defined as the functors
whose nerve is a weak homotopy equivalence of simplicial sets, there exists a Quillen
equivalence between these two model categories. This shows that the basic localizer
associated to the homotopy derivator of the category of simplicial sets consists of all
functors whose nerve is a weak homotopy equivalence, in other words it is the basic
localizer W∞, which we defined more explicitly in Section 6.3.

6.1 Homotopy Derivator of a Combinatorial Model Category

In this section, we consider combinatorial model categories. These kind of model
categories are useful since, if M is a combinatorial model category, we can equip the
categoryMA with projective and injective model structures, for every small category A.
In this case, the homotopy Kan extensions of every functor in Cat can be constructed
explicitly. In fact, for every functor u : A→ B, the adjunctions

MA MB

u!

u∗

⊥ MB MA

u∗

u∗

⊥

are Quillen pairs when considering the projective and injective model structures respec-
tively and hence their total derived functors induce adjunctions between the homotopy
categories. We first define what it means for a model category to be combinatorial.

Definition 6.1.1. A model categoryM is cofibrantly generated if there exists two
sets of morphisms I and J inM such that

• the set I permits the small object argument and a morphism inM has the right
lifting property with respect to I if and only if it is a trivial fibration, and

• the set J permits the small object argument and a morphism inM has the right
lifting property with respect to J if and only if it is a fibration.

Definition 6.1.2. A model category is combinatorial if it is cofibrantly generated and
locally presentable.
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Let M be a combinatorial model category. Fibrations and weak equivalences are
defined levelwise in the projective model structure onMA, while cofibrations and weak
equivalences are defined levelwise in the injective one, for A a small category. Since the
model categoryM is combinatorial, this actually defines model structures onMA.

Definition 6.1.3. Let A be a small category.

(i) A morphism inMA is a weak equivalence if it is a levelwise weak equivalence.

(ii) A morphism inMA is a projective fibration if it is a levelwise fibration.

(iii) A morphism inMA is a projective cofibration if it has the left lifting property
with respect to all projective trivial fibrations.

(iv) A morphism inMA is an injective cofibration if it is a levelwise cofibration.

(v) A morphism in MA is an injective fibration if it has the right lifting property
with respect to all injective trivial cofibrations.

Theorem 6.1.4. Let A be a small category. There exist two model structures onMA.

(i) the projective model structure MA
proj determined by the levelwise weak equiva-

lences, the projective fibrations and the projective cofibrations, and

(ii) the injective model structure MA
inj determined by the levelwise weak equiva-

lences, the injective cofibrations and the injective fibrations.

Proof. See Proposition A.2.8.2 in [Lur09].

Remark 6.1.5. If A is a small category, the projective model structure and the injective
model structure induce the same homotopy category Ho(MA) of MA since they have
the same weak equivalences.

The following result shows that, for every functor u : A→ B in Cat, the adjunctions
of u∗ : MB → MA with its left and right Kan extensions are Quillen pairs when con-
sidering the projective and injective model structures respectively. By Theorem 2.5.6,
this gives adjunctions between the homotopy categories, which define the left and right
homotopy Kan extensions.

Proposition 6.1.6 (Axiom [D3]). Let u : A → B be a functor in Cat. The following
adjunctions hold.

Ho(MA) Ho(MB)Ru∗ = Lu∗

Lu!

Ru∗

⊥

⊥
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Proof. The adjunctions

MA
proj MB

proj

u!

u∗

⊥ MB
inj MA

inj

u∗

u∗

⊥

are Quillen pairs since the functor u∗ preserves projective (trivial) fibrations and injective
(trivial) cofibrations. By Theorem 2.5.6, this implies that we have two adjunctions

Ho(MA) Ho(MB)

Lu!

Ru∗

⊥ Ho(MB) Ho(MA)

Lu∗

Ru∗

⊥

between the homotopy categories of MA and MB, one using the total right derived
functor of u∗ and the other its total left derived functor. Moreover, since the functor u∗
preserves weak equivalences, this implies that its total left and right derived functors are
equal and such that the following diagram commutes.

MB MA

Ho(MB) Ho(MA)

u∗

Ru∗ = Lu∗

This shows the result.

Finally, we check the remaining axioms for the homotopy derivator of a combinatorial
model category.

Theorem 6.1.7. LetM be a combinatorial model category. Then the prederivator

DM : Catop → CAT, A 7→ Ho(MA)

is a derivator, called the homotopy derivator ofM.

Proof. Axiom [D1] follows from the fact that

Ho(M
∐

i∈I
Ai) ∼= Ho(

∏
i∈I
MAi) ∼=

∏
i∈I

Ho(MAi)

for every family {Ai}i∈I of small categories. Axiom [D2] is immediate since the weak
equivalences are defined levelwise. Axiom [D3] is proven as Proposition 6.1.6.

Finally, we prove axiom [D4]. Since the prederivator M(−) : Catop → CAT is a
derivator, for every functor u : A→ B, we have a natural isomorphism
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MA
proj

MB
proj

Mu↓b
proj

Mproj

u∗

(πb)∗

colimu↓b

b∗

⇒∼=

We want to replace each functor in the square by its total left derived functor, in oder to
obtain the required natural isomorphism. We know that the total left derived functors
of u∗ and colimu↓b exist and are absolute by Proposition 6.1.6. Moreover, since the
functors b∗ and (πb)∗ preserve weak equivalences, their total left derived functors also
exist, but we need to show that they are absolute in order to have a natural isomorphism
L colimu↓b L(πb)∗ ⇒ Lb∗Lu∗. To see this, it suffices to show that the adjunctions

MB
proj Mproj

b∗

b∗

⊥ MA
proj Mu↓b

proj

(πb)∗

(πb)∗

⊥

are Quillen pairs, by Theorem 2.5.6. Since the functors b∗ and (πb)∗ preserve weak equiv-
alences, it remains to show that they preserve projective cofibrations, or equivalently that
the functors b∗ and (πb)∗ preserve projective trivial fibrations.

We first show that b∗ preserves projective trivial fibrations. By axiom [D4] applied
to the represented derivator ofM, we have that

(b′)∗b∗(φ) ∼= limb′↓b ∆b′↓b(φ) ∼=
∏

B(b′,b)
φ,

for every morphism φ in Mproj and every b′ ∈ B. If a morphism φ in Mproj is a
trivial fibration, then this product morphism is also a trivial fibration. Hence, since the
evaluation functors create projective trivial fibrations, this implies that the functor b∗
preserves them.

We now show that the functor (πb)∗ preserves projective trivial fibrations. First note
that, if a ∈ A, the functor

l : πba → a ↓ πb, (a, u(a) f−→ b) 7→ (a, u(a) f−→ b, a
1A−→ a),

where πba denotes the discrete fiber of πb over a, admits a right adjoint

a ↓ πb → πba, (a′, u(a′) g−→ b, a
h−→ a′) 7→ (a, u(a) u(h)−→ u(a′) g−→ b).

In particular, we have a natural isomorphism lima↓πb ⇒ limπb
a
l∗, since this natural

transformation is conjugate to the natural isomorphism in Remark 5.2.3. As before, it
follows that

a∗(πb)∗(β) ∼= lima↓πb βπa ∼= limπb
a
β(πa ◦ l) ∼=

∏
f∈B(u(a),b)

β(a,f),
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for every natural transformation β in Mu↓b
proj and every a ∈ A. If a natural transfor-

mation β in Mu↓b
proj is a projective trivial fibration, then each of its component β(a,f) is

a trivial fibration for every (a, f) ∈ u ↓ b and hence this product map is also a trivial
fibration. Since the evaluation functors create projective trivial fibrations, this implies
that (πb)∗ preserves them.

Finally, we obtain the required natural isomorphism

Ho(MA)

Ho(MB)

Ho(Mu↓b)

Ho(M)

Lu∗

L(πb)∗

L colimu↓b

Lb∗

⇒∼=

The second part of axiom [D4] is dual.

In particular, for every small category A, this implies that the left and right adjoints
of the diagonal functor ∆A : Ho(M) → Ho(MA) exist. They are called the homotopy
colimit and limit functors of diagrams of shape A.

Definition 6.1.8. Let A be a small category.

(i) The homotopy colimit functor of diagrams of shape A is the total left derived
functor

hocolimA = L colimA : Ho(MA)→ Ho(M)

of the colimit functor of diagrams of shape A.

(ii) The homotopy limit functor of diagrams of shape A is the total right derived
functor

holimA = R limA : Ho(MA)→ Ho(M)

of the limit functor of diagrams of shape A.

Finally, we present the example of the homotopy derivator of the category of simpli-
cial sets equipped with the Quillen model structure.

Example 6.1.9. Consider the category sSet of simplicial sets and define the following
classes of maps.

• The weak equivalences are the maps of simplicial sets such that their geometric
realization in the category of topological spaces is a weak homotopy equivalence,
called weak homotopy equivalences of simplicial sets.

• The cofibrations are the monomorphisms.

• The fibrations are the maps of simplicial sets that have the right lifting property
with respect to the inclusions of k-horns Λnk ↪→ ∆n for every 0 ≤ k ≤ n and n ∈ N,
called Kan fibrations.
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This defines a model structure on sSet, called the Quillen model structure (see [JT99]).
Since the category sSet is locally presentable, it is combinatorial with

I = {δ∆n ↪→ ∆n | n ∈ N} and J = {Λnk ↪→ ∆n | 0 ≤ k ≤ n, n ∈ N}.

By Theorem 6.1.7, this implies that DsSet : Catop → CAT, A 7→ Ho(sSetA) is a derivator.

6.2 Quillen Equivalences and Derivators

The aim here is to show that, if we have a Quillen equivalence between two combi-
natorial model categories, their derivators are equivalent and thus give rise to the same
basic localizer. The definition of an equivalence between derivators that we give here
comes from [Gro13], Proposition 2.9.

Definition 6.2.1. Two derivators D and E are equivalent if there exists a pseudo-
natural transformation τ : D → E such that τA : D(A) → E(A) is an equivalence of
categories for every small category A.

The next result shows that, if two derivators are equivalent, they have the same basic
localizer.

Theorem 6.2.2. Let D and E be two equivalent derivators. Then WD =WE.

Proof. Let u : A→ B be a D-equivalence in Cat. By Proposition 5.1.5, this implies that
the natural transformation limD

B ∆D
B ⇒ limD

A ∆D
A induced by the unit η : 1D(B) ⇒ uD∗ u

∗
D

is a natural isomorphism. By equivalence of D and E, we have the following diagram.

E(1) E(B)

D(1) D(B)

D(A) D(1)

E(A) E(1)

∆E
B

∆D
B

limD
A

limE
A

'

∆D
A

'

'

limD
B

'

∆E
A limE

B

⇒∼=

∼=

∼=

∼= ∼=

It follows from this diagram that the natural transformation limE
B ∆E

B ⇒ limE
A ∆E

A in-
duced by the unit η : 1E(B) ⇒ uE∗u

∗
E is a natural isomorphism and hence the functor u is

an E-equivalence, by Proposition 5.1.5. Similarly, we can show that if a functor in Cat
is an E-equivalence, then it is a D-equivalence. This shows that WD =WE.

80



To prove that a Quillen equivalence between two combinatorial model categoriesM
and N induces an equivalence between their homotopy derivators, we first check that
it induces Quillen equivalences between the categoriesMA and NA equipped with the
projective and injective model structures, for every small category A. Theorem 2.5.8
then gives us an equivalence between the homotopy categories Ho(MA) and Ho(NA),
for every small category A.

Lemma 6.2.3. Let F : M → N and G : N → M be functors between combinatorial
model categories such that F a G is a Quillen equivalence. For every small category A,
the adjunctions

MA
proj NA

proj

F∗

G∗

⊥ MA
inj NA

inj

F∗

G∗

⊥

are Quillen equivalences.

Proof. We show that the first adjunction is a Quillen equivalence and then the second
follows by duality. Since the weak equivalences and the projective fibrations are defined
levelwise in the projective model structure onMA, the functor G∗ preserves fibrations
and trivial fibrations and the adjunction F∗ a G∗ is a Quillen pair. Now consider a
cofibrant object X ∈ MA and a fibrant object Y ∈ NA. Since projective fibrations are
defined levelwise and projective cofibrations are in particular levelwise cofibrations, the
object X(a) ∈M is cofibrant and the object Y (a) ∈ N is fibrant, for every a ∈ A. It fol-
lows from this that f : X ⇒ G∗Y is a weak equivalence if and only if fa : X(a)→ G(Y (a))
is a weak equivalence for every a ∈ A if and only if f# : F (X(a))→ Y (a) is a weak equiv-
alence for every a ∈ A if and only if f# : F∗X ⇒ Y is a weak equivalence, since F a G
is a Quillen equivalence. Hence the adjunction F∗ a G∗ is a Quillen equivalence between
MA

proj and NA
proj.

Corollary 6.2.4. Let F : M→ N and G : N → M be functors between combinatorial
model categories such that F a G is a Quillen equivalence. For every small category A,
we have an equivalence of categories

Ho(MA) Ho(NA).

LF∗

RG∗

'

Proof. This follows immediately from Lemma 6.2.3 and Theorem 2.5.8.

Finally, we show that a Quillen equivalence gives rise to an equivalence between
homotopy derivators.
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Theorem 6.2.5. Let F : M → N and G : N → M be functors between combinatorial
model categories such that F a G is a Quillen equivalence. Then the homotopy derivators

DM : Catop → CAT, A 7→ Ho(MA) and DN : Catop → CAT, A 7→ Ho(NA)

are equivalent. Moreover, the equality WDM =WDN holds.

Proof. Since LF∗ : Ho(MA) ' Ho(NA) is an equivalence of categories for every A ∈ Cat
by Corollary 6.2.4 and all functors LF∗ are absolute Kan extensions by Proposition 2.4.7,
it follows that the pseudo-natural transformation given by LF∗ : Ho(MA) → Ho(NA),
for every A ∈ Cat, defines an equivalence between the derivators DM and DN . The
equality WDM =WDN follows from Theorem 6.2.2.

6.3 Definition of W∞ and Minimality

We introduce here the basic localizerW∞ which consists of all functors in Cat whose
nerve is a weak homotopy equivalence of simplicial sets. Cisinski has proved that the
class W∞ is actually a basic localizer and that it is the minimal one, i.e. every basic
localizer contains W∞. In this section, we give a sketch of Cisinski’s proof and more
details can be found in [Cis04]. We first give the definition of the nerve functor.

Definition 6.3.1. The nerve functor N : Cat→ sSet carries

• a small category A to its nerve NA ∈ sSet defined by

(NA)n = Cat(∆n, A),

for every n ∈ N, where ∆n = 0→ 1→ . . .→ n, and

• a functor u : A → B in Cat to the map of simplicial sets Nu : NA → NB such
that

(Nu)n : Cat(∆n, A)→ Cat(∆n, B),

is the post-composition by u, for every n ∈ N.

We are now ready to define the basic localizer W∞.

Definition 6.3.2. We define W∞ to be the class of functors in Cat whose nerve is a
weak homotopy equivalence of simplicial sets. In other words, if WQ denotes the class
of weak homotopy equivalences of sSet, we set W∞ = N−1WQ.

Remark 6.3.3. A small category A is W∞-aspherical if its nerve is homotopy equivalent
to a point. To see this, a small category A isW∞-aspherical if its nerve is weak homotopy
equivalent to a point by definition and, since the geometric realization of a simplicial set
is a CW-complex, this is equivalent to say that it is homotopy equivalent to a point, by
Whitehead’s Theorem. Then a functor u : A → B in Cat is W∞-aspherical if the nerve
of the comma category u ↓ b is homotopy equivalent to a point for every b ∈ B, i.e. if
the functor u is homotopy initial. Dually, the W∞-coaspherical functors correspond to
the homotopy final functors.
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The two next results say that the class W∞ is the minimal basic localizer of Cat.

Theorem 6.3.4. The class W∞ of functors in Cat is a basic localizer.

Proof. See Theorem 2.1.13 in [Cis04].

Theorem 6.3.5 (Cisinski). The basic localizer W∞ is the minimal one.

Sketch of proof. Let i∆ : sSet→ Cat be the functor carrying

• a simplicial set X to the category ∆ ↓ X of simplices of X whose

– objects are the pairs (∆n,∆n → X) for n ∈ N, and
– morphisms (∆n,∆n → X)→ (∆m,∆m → X) are morphisms ∆n → ∆m such

that the following diagram commutes.

∆n ∆m

X

• a map f : X → Y in sSet to the induced functor ∆ ↓ f : ∆ ↓ X → ∆ ↓ Y .

Cisinski proves that WQ = i−1
∆ W∞ (Theorem 2.1.16 in [Cis04]), where WQ is the class

of weak homotopy equivalences in sSet. To show that the basic localizer W∞ is the
minimal one, he shows that, for every basic localizer W, we have W = N−1i−1

∆ W and
WQ ⊆ i−1

∆ W, which implies that

W∞ = N−1i−1
∆ W∞ = N−1WQ ⊆ N−1i−1

∆ W =W.

For more details, see [Cis04], Section 2.2.

6.4 Quillen Equivalence between Cat and sSet
The nerve functor N : Cat→ sSet admits a left adjoint and this adjunction induces

an equivalence between the homotopy categories of Cat and sSet. But, this adjunction
is not a Quillen equivalence and hence it does not induce an equivalence between the
homotopy derivators of Cat and sSet. To define the Quillen equivalence between Cat
and sSet, we need to postcompose the nerve functor twice with the right adjoint of the
subdivision endofunctor of sSet, called the extension endofunctor. In this section, we
present the results of R. W. Thomason (see [Tho80]) and R. Fritsch and D. M. Latch
(see [FL79]), which we use to show that the basic localizer of sSet isW∞. We first define
the left adjoint to the nerve functor.

Definition 6.4.1. We define the functor c : sSet→ Cat to be the functor sending

• a simplicial set X to the category c(X) defined by:

– the objects of c(X) are the 0-simplicies of X;

83



– the morphisms of c(X) are freely generated by the 1-simplicies of X;
– imposing the relation d1x = d0x ◦ d2x for every 2-simplex x.

• a map f : X → Y of simplicial sets to the functor c(f) : c(X)→ c(Y ) defined as

– f0 : X0 → Y0 on the objects;
– f1 : X1 → Y1 on the morphisms.

This induces an adjunction

sSet Cat

c

N

⊥

which gives rise to an equivalence between the homotopy categories of sSet and Cat.
Moreover, the subdivision endofunctor Sd: sSet → sSet admits as right adjoint the
extensions endofunctor Ex: sSet→ sSet. Hence we also have an adjunction

sSet sSet.

Sd

Ex

⊥

By composing the first adjunction twice with this one, we finally obtain an adjunction

sSet Cat.

cSd2

Ex2N

⊥

which is shown to be a Quillen equivalence in [FL79], once we have equipped the cate-
gory Cat with the Thomason model structure. We first define this model structure.

Theorem 6.4.2 (Thomason model structure on Cat). Consider the following class of
functors in Cat.

• The weak equivalences are the functors u in Cat such that Ex 2N(u) is a weak
homotopy equivalence in sSet.

• The fibrations are the functors u in Cat such that Ex 2N(u) is a Kan fibration
in sSet.

• The cofibrations are the functors in Cat that have the left lifting property with
respect to all trivial fibrations.

This defines a model structure on Cat.
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Proof. See [Tho80], Sections 3 and 4.

It follows directly from the definition of the Thomason model structure that the
adjunction

sSet Cat.

cSd2

Ex2N

⊥

is a Quillen pair. At first glance, bearing in mind the Thomason model structure on Cat,
one might expect that the class of weak equivalences is notW∞. However, as was shown
by Thomason, these classes coincide.

Proposition 6.4.3. A functor in Cat is a weak equivalence for the Thomason model
structure if and only if its nerve is a weak homotopy equivalence of simplicial sets. In
other words, the class of weak equivalences of the Thomason model structure on Cat
is W∞.

Proof. See Proposition 2.4 in [Tho80].

Moreover, it follows from the definition that the fibrations in the Thomason model
structure on Cat are exactly the functors which have the right lifting property with
respect to the set of functors {cSd2Λnk → cSd2∆n | 0 ≤ k ≤ n, n ∈ N} and that
the trivial fibrations are exactly the ones which have the right lifting property with
the set of functors {cSd2δ∆n → cSd2∆n | n ∈ N}. This implies that the Thomason
model structure is cofibrantly generated. Therefore, the category Cat equipped with the
Thomason model structure is a combinatorial model category and we obtain a homotopy
derivator

DCat : Catop → CAT A 7→ Ho(CatA).

Theorem 6.4.4. The prederivator

DCat : Catop → CAT A 7→ Ho(CatA).

is a derivator, when the category Cat is equipped with the Thomason model structure.

Now we want to compute the basic localizer of this derivator and, as expected,
Maltsiniotis shows that it is W∞.

Proposition 6.4.5. The basic localizer of the homotopy derivator DCat is W∞, when
the category Cat is equipped with the Thomason model structure.

Proof. See Proposition 3.1.10 in [Mal05].
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Finally, Fritsch and Latch show that the adjunction

sSet Cat.

cSd2

Ex2N

⊥

is a Quillen equivalence and it follows from the results of Section 6.2 that the basic
localizer associated to the homotopy derivator of the category sSet is W∞.

Theorem 6.4.6. Suppose the category sSet is equipped with the Quillen model structure
and the category Cat is equipped with the Thomason model structure. Then the Quillen
pair

sSet Cat.

cSd 2

Ex 2N

⊥

is a Quillen equivalence and the equalities WDsSet =WDCat =W∞ hold.

Proof. For the first part of the theorem, see [FL79]. The second part follows from
Proposition 6.4.5 and Theorem 6.2.5.
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Part III

Calculus of Limits and Colimits
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7 Cartesian Squares
We introduce here general pullback squares, called cartesian squares, with respect

to every derivator and solve three problems about them. In Section 7.1, we first give
a characterization of cartesian squares in terms of right D-Beck-Chevalley squares at a
diagram. Sections 7.2, 7.3 and 7.4 give the resolutions of the three problems, which we
called respectively “Pullback composition and cancellation”, “Pullback iteration” and
“Pullback cube”. For example,the first problem consists of showing that, if a diagram of
the form

X00 X10

X01 X11

X20

X21

is such that the right square is a cartesian square, then the left square is cartesian
if and only if the exterior square is cartesian, with respect to every derivator. This
problem is well-known with respect to the represented derivator, where the cartesian
squares correspond to the usual pullback squares. Of course, one could dualize every
result in this section and obtain similar problems for generalized pushout squares, called
cocartesian squares.

7.1 Characterization of Cartesian Squares

We define in this section pullback squares with repect to every derivator. As expected,
pullback squares are diagrams of shape the square category such that the object in
the top left corner is the limit of the full subdiagram in which this latter was removed.

Definition 7.1.1. We define the category to be the small category

00 10

01 11

and the category to be the full subcategory of without the object 00.

10

01 11
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Definition 7.1.2. Let D be a derivator. A diagram X ∈ D( ) is called a square. We
can see this object as a diagram in D(1) of the form

X00 X10

X01 X11

where X00, X10, X01 and X11 denote the images of X under the appropriate evaluation
functors.

Definition 7.1.3. Let D be a derivator and iy : → denote the inclusion functor.
A square X ∈ D( ) is cartesian (or a pullback) if the square X lies in the essential
image of (iy)∗ : D( )→ D( ).

We want to find criteria to check that a diagram lies in the essential image of the
right Kan extension of a functor in Cat. In particular, we are interested in fully faithful
functors in Cat, which give rise to fully faithful left and right Kan extensions.

Proposition 7.1.4. Let W be a basic localizer. If u : A → B is a fully faithful functor
in Cat, the square

D =

A

B

A

A

u

u

⇒=

is weak W-exact.

Proof. The induced functor of Definition 4.2.1 (i) is the functor

A ↓ a −→ u ↓ u(a), (a′, a′ f−→ a) 7→ (a′, u(a′) u(f)−→ u(a))

for every a ∈ A. Since the functor u is fully faithful, it is an isomorphism and, in
particular, a W-colocal functor over A. This shows that the square D is weak W-exact.

Let us fix a derivator D.
Remark 7.1.5. By Theorem 5.2.10, Proposition 7.1.4 implies that, if u : A→ B is a fully
faithful functor in Cat, the square

D =

A

B

A

A

u

u

⇒=
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is D-Beck-Chevalley.

Corollary 7.1.6. If u : A→ B is a fully faithful functor in Cat, the functors

u∗, u! : D(A)→ D(B)

are fully faithful.

Proof. By Remark 7.1.5, since the functor u is fully faithful, the square

D =

A

B

A

A

u

u

⇒=

is D-Beck-Chevalley. This means that the square

D(D) =

D(A)

D(B)

D(A)

D(A)

u∗

u∗

⇒=

is Beck-Chevalley, i.e. the mates η : 1D(A) ⇒ u∗u! and ε : u∗u∗ ⇒ 1D(A) are natural
isomorphisms. By Lemma 3.2.9, this implies that the functors u∗, u! : D(A)→ D(B) are
fully faithful.

We want to compute the essential image of the right Kan extension u∗ : D(A)→ D(B)
of a fully faithful functor u : A→ B in Cat. This essential image consists of all diagrams
such that the component of the unit of the adjunction u∗ a u∗ at these diagrams is an
isomorphism. We give this result in terms of mates and Beck-Chevalley squares. In order
to do this, we introduce the notion of right D-Beck-Chevalley squares at a diagram. One
could also define the notion of left D-Beck-Chevalley squares at a diagram and dualize
the results to left Kan extensions.

Definition 7.1.7. Consider a square D in Cat

D =

A

B

C

D

u

p

v

q

⇒α

and a diagram X ∈ D(D). We say that the square D is right D-Beck-Chevalley at
X if the component (α∗)X : u∗q∗(X)→ p∗v

∗(X) of the right mate is an isomorphism in
D(A).
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Remark 7.1.8. In particular, a D-Beck-Chevalley square in Cat is right D-Beck-Chevalley
at every diagram.

The following result shows that a diagram lies in the essential image of the right
Kan extension of a fully faithful functor if and only if the component of the unit at this
diagram is an isomorphism.

Proposition 7.1.9. Let u : A → B be a fully faithful functor in Cat. A diagram
X ∈ D(B) lies in the essential image of u∗ : D(A)→ D(B) if and only if the square

D =

B

B

A

B

u

u
⇒=

is right D-Beck-Chevalley at X.

Proof. Recall that, since the functor u is fully faithful, the functor u∗ is also fully faith-
ful (Corollary 7.1.6) and hence the counit ε : u∗u∗ ⇒ 1D(A) is a natural isomorphism
(Lemma 3.2.9). By definition, the square D is right D-Beck-Chevalley at X ∈ D(D) if
and only if the component ηX : X → u∗u

∗(X) of the unit is an isomorphism in D(B).
We show that this condition is equivalent to the fact that the diagram X lies in the
essential image of u∗. If ηX is an isomorphism, then X ∼= u∗u

∗(X) lies in the essential
image of u∗.

Conversely, suppose that X ∼= u∗(Y ) for some Y ∈ D(A). Then the diagram

u∗(Y ) u∗u
∗u∗(Y )

u∗(Y )

ηu∗(Y )

u∗(εY )∼=

commutes by the triangle identity and hence ηu∗(Y ) is an isomorphism, since εY is one.
By naturality of η, the diagram

X u∗u
∗(X)

u∗u
∗u∗(Y )u∗(Y )

ηX

ηu∗(Y )

∼=
∼= ∼=

commutes and this shows that ηX is an isomorphism.

When the functor u∗ : D(A) → D(B) is fully faithful, the counit of the adjunction
u∗ a u∗ is a natural isomorphism. Hence it follows from the triangle identities that, if
we want to show that a diagram X ∈ D(B) lies in the essential image of u∗, we only
need to check that some components of the unit ηX : X ⇒ u∗u

∗(X) are isomorphisms.
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Proposition 7.1.10. Let u : A → B be a fully faithful functor in Cat. A diagram
X ∈ D(B) lies in the essential image of u∗ : D(A)→ D(B) if and only if the pasting

b ↓ u 1

B

B

A

B

u

u

πb b
⇒

⇒=

is right D-Beck-Chevalley at X for every b ∈ B \ u(A).

Proof. By Proposition 7.1.9, a diagram X ∈ D(B) lies in the essential image of u∗ if and
only if the square

D =

B

B

A

B

u

u
⇒=

is right D-Beck-Chevalley at X or equivalently if ηX : X → u∗u
∗(X) is an isomorphism.

Hence, since comma squares are D-Beck-Chevalley, the first implication is clear.
Suppose now that the pasting is right D-Beck-Chevalley at X for every b ∈ B \u(A),

i.e. the morphism
b∗(X) b

∗(ηX)−→ b∗u∗u
∗(X)

∼=−→ limb↓u π
∗
bu
∗(X)

is an isomorphism for every b ∈ B \ u(A) or equivalently b∗(ηX) is an isomorphism for
every b ∈ B \ u(A). By axiom [D2], it suffices to prove that u(a)∗(ηX) = a∗u∗(ηX) is
an isomorphism for every a ∈ A in order to show that ηX is an isomorphism. By the
triangle identity, the diagram

a∗u∗(X) a∗u∗u∗u
∗(X)

a∗u∗(X)

a∗u∗(ηX)

a∗(εu∗(X))∼=

commutes and hence u(a)∗(ηX) is an isomorphism since ε : u∗u∗ ⇒ 1D(A) is a natural
isomorphism. This shows that ηX is an isomorphism and that the diagram X lies in the
essential image of u∗.

Applying these results to the functor iy : → , we obtain the following outcome,
which implies that the object in the top left corner of a pullback square is the limit of
the full subdiagram in which this latter was removed.
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Corollary 7.1.11. A square X ∈ D( ) is cartesian if and only if the pasting

1

iy

iy

00
⇒

⇒=

is right D-Beck-Chevalley at X.

Proof. Since the functor iy : → is fully faithfull, \ iy( ) = {00} and the comma
category 00 ↓ iy is , the result follows directly from Proposition 7.1.10.

Remark 7.1.12. Corollary 7.1.11 implies that a square X ∈ D( ) is cartesian if and only
if X00 ∼= lim i∗y(X), where

i∗y(X) =

X10

X01 X11

This can be seen by computing the right mate of the pasting in the corollary.
In particular, if we consider the represented derivator of a cocomplete and complete

category C, the condition X00 ∼= lim i∗y(X) corresponds to the expected condition for a
pullback square in C.

Similarly, for a combinatorial model categoryM, a cartesian square with respect to
the homotopy derivator ofM corresponds to a homotopy pullback square inM.

7.2 Pullback Composition and Cancellation

Let D be a derivator. For the first problem, we consider diagrams of shape the small
category which is defined by

00 10

01 11

20

21
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Let X ∈ D( ), i.e. X is a diagram of the form

X00 X10

X01 X11

X20

X21

We want to show that if the diagram X ∈ D( ) is such that its right square is cartesian,
then its left square is cartesian if and only if its exterior square is cartesian.

For this problem, we also consider the category defined as the full subcategory
of without the object 00

10

01 11

20

21

and the category defined as the full subcategory of without the object 10.

01 11

20

21

We adopt the following notations:

• i01 : → for the inclusion of the square in the left square, and similarly
i01 : → ;

• i12 : → for the inclusion of the square in the right square, and similarly
i12 : → and i12 : → ;

• i02 : → for the inclusion of the square in the exterior square, and similarly
i02 : → .

It follows from this that, if X ∈ D( ), the diagram given by the left square of the
diagram X is the square i∗01(X) ∈ D( ) and similarly for the other squares. We also
consider the inclusions

i : −→ and j : −→

and the composite of these two inclusions

k : −→ .

To solve our problem, we first prove that a diagram lies in the essential image of the
right Kan extension of one of these three inclusions if and only if some of its squares are
cartesian.
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Lemma 7.2.1. A diagram X ∈ D( ) lies in the essential image of

i∗ : D( )→ D( )

if and only if its right square i∗12(X) is cartesian.

Proof. Since the functor i : → is fully faithful, we apply Proposition 7.1.10.
We have that \ i( ) = {10} and that the comma category 10 ↓ i = , where
denotes the left part of . Hence a diagram X ∈ D( ) lies in the essential image
of i∗ : D( ) → D( ) if and only if the following left-hand diagram is right D-Beck-
Chevalley at X.

1

i12 10

i

i

⇒

⇒=

=

1

00

iy

iy

i12 i12

⇒

⇒=

⇒=

Since the right-hand diagram is equal to the left-hand diagram, this is equivalent to
saying that the former is right D-Beck-Chevalley at X. But this means that the pasting
of the two upper squares is right D-Beck-Chevalley at i∗12(X), which is equivalent to the
fact that the square i∗12(X) is cartesian by Corollary 7.1.11.

Lemma 7.2.2. A diagram X ∈ D( ) lies in the essential image of

j∗ : D( )→ D( )

if and only if its left square i∗01(X) is cartesian.

Proof. Since the functor j : → is fully faithful, we apply Proposition 7.1.10. We
have that \ j( ) = {00} and that the comma category 00 ↓ j = . Hence a
diagram X ∈ D( ) lies in the essential image of j∗ : D( )→ D( ) if and only if the
following diagram is right D-Beck-Chevalley at X.
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1

00

j

j

⇒

⇒=

(1)

Now consider the functor i01 : → sending 10 7→ 10, 11 7→ 11 and 01 7→ 01. This
functor admits a right adjoint → defined by 10, 20 7→ 10, 11, 21 7→ 11 and 01 7→ 01.
The details are left to the reader. It follows from this that the square

1

1

i01
⇒=

is D-Beck-Chevalley (see Remark 5.2.3) and that (1) is right D-Beck-Chevalley at X if
and only if the following left-hand diagram is right D-Beck-Chevalley at X.

1

1

i01

00

j

j

⇒=

⇒

⇒=

=

1

00

iy

iy

i01 i01

⇒

⇒=

⇒=

Since the right-hand diagram is equal to the left-hand diagram, this is equivalent to
saying that the former is right D-Beck-Chevalley at X. But this means that the pasting
of the two upper squares is right D-Beck-Chevalley at i∗01(X), which is equivalent to the
fact that the square i∗01(X) is cartesian by Corollary 7.1.11.

Corollary 7.2.3. A diagram X ∈ D( ) lies in the essential image of

k∗ : D( )→ D( )

if and only if both squares i∗01(X) and i∗12(X) are cartesian.
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Proof. Suppose first that a diagramX ∈ D( ) is such that the squares i∗01(X) and i∗12(X)
are cartesian. By Lemma 7.2.2, since the square i∗01(X) is cartesian, the diagram X lies
in the essential image of j∗ : D( )→ D( ), i.e. there exists a diagram Y ∈ D( ) such
that X ∼= j∗(Y ). Then the square i∗12(Y ) ∼= i∗12(X) is cartesian and, by Lemma 7.2.1,
we have that the diagram Y lies in the essential image of i∗ : D( )→ D( ), i.e. there
exists a diagram Z ∈ D( ) such that Y ∼= i∗(Z). Finally, this implies that the diagram

X ∼= j∗(Y ) ∼= j∗i∗(Z) ∼= k∗(Z)

lies in the essential image of k∗ : D( )→ D( ) since k = j ◦ i.
Suppose now that a diagram X ∈ D( ) lies in the essential image of k∗. Since

k∗ ∼= j∗i∗, the diagram X lies in particular in the essential image of j∗. By Lemma 7.2.2,
this means that the square i∗01(X) is cartesian. Moreover, since the diagram X lies in
the essential image of k∗, the following left-hand diagram is right D-Beck-Chevalley at X
(see Proposition 7.1.9).

k

k
⇒= =

i

i

j

j

j

⇒=

⇒=

⇒=

Hence the right-hand diagram is also right D-Beck-Chevalley at X. By Remark 7.1.5, the
middle square is D-Beck-Chevalley since j is fully faithful and, by Lemma 7.1.9, the lower
square is right D-Beck-Chevalley at X since the diagram X lies in the essential image
of j∗. It follows from this that the upper square is right D-Beck-Chevalley at j∗(X). By
Proposition 7.1.9, this means that the diagram j∗(X) lies in the essential image of i∗
and hence that the square i∗12j

∗(X) = i∗12(X) is cartesian by Lemma 7.2.1.

We now have a criterion to check that the left and right squares of a diagram in D( )
are cartesian. It remains to show that, if the right square is cartesian, this criterion
coincide with the fact that the exterior square is cartesian.

Theorem 7.2.4. Let X ∈ D( ) be such that its right square i∗12(X) is cartesian. Then
its left square i∗01(X) is cartesian if and only if its exterior square i∗02(X) is cartesian.

Proof. If the square i∗12(X) is cartesian, then the square i∗01(X) is cartesian if and only
if the diagram X lies in the essential image of k∗ : D( ) → D( ) by Corollary 7.2.3.
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Since the functor k is fully faithful and \k( ) = {00, 10}, this is equivalent to saying
that the following diagrams are right D-Beck-Chevalley at X by Proposition 7.1.10.

1

00

k

k

⇒

⇒=

(2)

1

i12 10

k

k

⇒

⇒=

=

1

00

iy

iy

i12 i12

⇒

⇒=

⇒=

(3)

Diagram (3) is right D-Beck-Chevalley at X by hypothesis, since the square i∗12(X) is
cartesian, which means that the right-hand diagram is right D-Beck-Chevalley at X.
Hence the diagram X lies in the essential image of k∗ if and only if (2) is right D-Beck-
Chevalley at X. Now consider the inclusion i02 : → sending 10 7→ 20, 11 7→ 21
and 01 7→ 01. This functor admits a right adjoint → given by 20 7→ 10, 21 7→ 11
and 01, 11 7→ 01. The details are left to the reader. Then diagram (2) is right D-Beck-
Chevalley at X if and only if the following left-hand diagram is right D-Beck-Chevalley
at X.

1

1

i02

00

k

k

⇒=

⇒

⇒=

=

1

00

iy

iy

i02 i02

⇒

⇒=

⇒=

Since the right-hand diagram is equal to the left-hand diagram, this is equivalent to
saying that the former is right D-Beck-Chevalley atX. But this means that the pasting of
the two upper squares is right D-Beck-Chevalley at i∗02(X), which is equivalent to the fact
that the square i∗02(X) is cartesian by Corollary 7.1.11. This proves the statement.

This theorem allows us to compute limits of diagrams in D( ).

98



Corollary 7.2.5. Let X ∈ D( ). If we construct

X00 X10

X01 X11

X20

X21

(4)

such that X10 is first constructed to be the pullback of X11 → X21 ← X20 and then X00
is constructed to be the pullback of X01 → X11 ← X10, we have that

limX ∼= X00.

Proof. By Corollary 7.2.3, diagram (4) corresponds up to isomorphism to the diagram
k∗(X) ∈ D( ) which obviouly lies in the essential image of k∗ : D( ) → D( ).
In particular, Proposition 7.1.10 implies that the following diagram is right D-Beck-
Chevalley at k∗(X).

1

00

k

k

⇒

⇒=

By computing the right mate, we obtain X00 ∼= lim k∗k∗(X). Moreover, since the func-
tor k is fully faithful, the functor k∗ is fully faithful by Corollary 7.1.6 and k∗k∗(X) ∼= X
by Lemma 3.2.9. Finally, we obtain X00 ∼= limX.

7.3 Strongly Cartesian Cube

Let D be a derivator. For the second problem, we consider diagrams of shape the
small category which is defined by

011 111

110

101

We want to compute the limits of such diagrams.
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Let X ∈ D( ), i.e. X is a diagram of the form

X011 X111

X110

X101

We first construct the pullbacks of X011 → X111 ← X101 and X101 → X111 ← X110.
If denotes the small category

011 111

110

101001

100

we now have a diagram

X011 X111

X110

X101X001

X100

of shape such that both squares are cartesian. Again, we can construct the pullback
of X001 → X101 ← X100. If is the small category

011 111

110

101001

100000

we obtain this time a diagram

X011 X111

X110

X101X001

X100X000
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of shape such that the three squares are cartesian. We want to show that

limX ∼= X000.

We call the squares in the category the right square, the bottom square and the back
square respectively (look at it as a part of a cube). We adopt the following notations:

• ir : → for the inclusion of the square in the right square, and similarly
ir : → and ir : → ;

• ibo : → for the inclusion of the square in the bottom square, and similarly
ibo : → and ibo : → ;

• ibk : → for the inclusion of the square in the back square, and similarly
ibk : → .

We also consider the inclusions

i : −→ and j : −→

and the composite of these two inclusions

k : −→ .

As in the first problem, we first find criteria for these three squares to be cartesian in
terms of essential images of the right Kan extensions of these inclusion functors.

Lemma 7.3.1. A diagram X ∈ D( ) lies in the essential image of

i∗ : D( )→ D( )

if and only if the right square i∗r(X) and the bottom square i∗bo(X) are cartesian.

Proof. By Proposition 7.1.10, since the functor i is fully faithful and \i( ) = {100, 001},
a diagram X ∈ D( ) lies in the essential image of i∗ if and only if the two following
left-hand diagrams are right D-Beck-Chevalley at X.

1

ir 100

i

i

⇒

⇒=

=

1

00

iy

iy

ir ir

⇒

⇒=

⇒=

1

ibo 100

i

i

⇒

⇒=

=

1

00

iy

iy

ibo ibo

⇒

⇒=

⇒=
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Hence this is equivalent to saying that the two right-hand diagrams are right D-Beck-
Chevalley at X, i.e. the squares i∗r(X) and i∗bo(X) are cartesian (Corollary 7.1.11).

Lemma 7.3.2. A diagram X ∈ D( ) lies in the essential image of

j∗ : D( )→ D( )

if and only if the back square i∗bk(X) is cartesian.

Proof. By Proposition 7.1.10, since the functor j is fully faithful and \ j( ) = {000},
a diagram X ∈ D( ) lies in the essential image of j∗ if and only if the following diagram
is right D-Beck-Chevalley at X.

1

000

j

j

⇒

⇒=

(5)

Now consider the functor ibk : → sending 10 7→ 100, 11 7→ 101 and 01 7→ 001.
This functor admits a right adjoint → defined by 100, 110 7→ 10, 101, 111 7→ 11
and 001, 011 7→ 01. The details are left to the reader. It follows from this that (5)
is right D-Beck-Chevalley at X if and only if the following left-hand diagram is right
D-Beck-Chevalley at X.

1

1

ibk

000

j

j

⇒=

⇒

⇒=

=

1

00

iy

iy

ibk ibk

⇒

⇒=

⇒=

Hence this is equivalent to saying that the right-hand diagram is right D-Beck-Chevalley
at X, i.e. the square i∗bk(X) is cartesian (Corollary 7.1.11).
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Corollary 7.3.3. A diagram X ∈ D( ) lies in the essential image of

k∗ : D( )→ D( )

if and only if the three squares i∗r(X), i∗bo(X) and i∗bk(X) are cartesian.

Proof. Since Lemmas 7.3.1 and 7.3.2 hold and k = j ◦ i, the proof is essentially the same
as the proof of Corollary 7.2.3.

Finally, we check that if a diagram X ∈ D( ) contains only cartesian squares, the
object X000 is the limit of the subdiagram k∗(X) ∈ D( ).

Theorem 7.3.4. Let X ∈ D( ). If we construct

X011 X111

X110

X101X001

X100X000

(6)

such that X001 and X100 are first constructed to be the pullbacks of X011 → X111 ← X101
and X101 → X111 ← X110 respectively and then X000 is constructed to be the pullback of
X001 → X101 ← X100, we have that

limX ∼= X000.

Proof. By Corollary 7.3.3, diagram (6) corresponds up to isomorphism to the object
k∗(X) ∈ D( ) which obviously lies in the essential image of k∗ : D( )→ D( ). In par-
ticular, Proposition 7.1.10 implies that the following diagram is right D-Beck-Chevalley
at k∗(X).

1

000

k

k

⇒

⇒=

By computing the right mate, we obtain X000 ∼= lim k∗k∗(X). Moreover, since the func-
tor k is fully faithful, the functor k∗ is fully faithful by Corollary 7.1.6 and k∗k∗(X) ∼= X
by Lemma 3.2.9. Finally, we obtain X000 ∼= limX.
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7.4 Pullback Cube

Let D be a derivator. For the last problem, we consider diagrams of shape the small
category

011 111

110

101001

100000

010

which we call cubes. We actually consider diagrams in D( ) such that the front and
back faces are cartesian squares. Let X ∈ D( ) be a cube

X011 X111

X110

X101X001

X100X000

X010

such that the front and back faces are cartesian. We first construct the pullbacks of the
left and right face of the cube X, in other words the pullbacks of X001 → X011 ← X010
and X101 → X111 ← X110. If we denote by K the small category

011 111

110

101001

100000

010
AB

we obtain a diagram

X011 X111

X110

X101X001

X100X000

X010

XAXB
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such that the squares

XA X110

X101 X111

(7)

XB X010

X001 X011

(8)

are cartesian. The morphisms X000 → XB, X100 → XA and XB → XA are given here
by the universal property of pullbacks. We want to show that the square

X000 X100

XB XA

(9)

obtained by this construction is also cartesian. We adopt the following notations:

• i : → K for the inclusion of the square in the square (9);

• if : → for the inclusion of the square in the front face, and similarly if : → K;

• ib : → for the inclusion of the square in the back face, and similarly ib : → K;

• iA : → K for the inclusion of the square in the square (7);

• iB : → K for the inclusion of the square in the square (8).

We also consider the inclusions

j : −→ and k : −→ K,

where is the category defined in the pullback iteration problem, and the composite of
these two inclusions

f : −→ K.

To solve this problem, we will use the following criterion.

Proposition 7.4.1. Let K be a small category that contains a square and J be a sub-
category of K. Let i : → K be the inclusion of the square in K and f : J → K be the
inclusion of J in K. Suppose that the object i(00) does not lie in the image of f : J → K
and that the functor i : → i(00) ↓ (K \ {i(00)}) induced by i admits a right adjoint.
Then, if a diagram X ∈ D(K) lies in the essential image of f∗ : D(J) → D(K), the
square i∗(X) is cartesian.

Proof. Let X ∈ D(K) be a diagram that lies in the essential image of f∗, i.e. there exists
a diagram Y ∈ D(J) such that X ∼= f∗(Y ). Since i(00) does not belong to the image
of f , the functor f factors through

f : J f−→ K \ {i(00)} l−→ K
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and X ∼= f∗(Y ) ∼= l∗f∗(Y ) lies in the essential image of l∗ : D(K \ {i(00)}) → D(K).
Then the following left-hand diagram is right D-Beck-Chevalley at X

1

i(00) ↓ (K \ {i(00)}) 1

K \ i(00) K

K K

i

i(00)

l

l

⇒=

⇒

⇒=

=

1

K K

00

iy

iy

i i

⇒

⇒=

⇒=

since the functor i : → i(00) ↓ (K \ {i(00)}) admits a right adjoint by hypothesis.
Hence the right-hand diagram is also D-Beck-Chevalley at X, which means that the
square i∗(X) is cartesian.

We can apply this criterion to i : → K and f : → K defined above since the
object i(00) = 000 does not lies in the image of f and the functor → 000 ↓ K \ {000}
admits a right adjoint, as shown later. Hence it suffices to show that a diagramX ∈ D(K)
lies in the essential image of f∗ : D( ) → D(K) when its squares i∗f (X), i∗b(X), i∗A(X)
and i∗B(X) are cartesian.

Lemma 7.4.2. A diagram X ∈ D( ) lies in the essential image of

j∗ : D( )→ D( )

if and only if its front square i∗f (X) and its back square i∗b(X) are cartesian.

Proof. By Proposition 7.1.10, since the functor j is fully faithful and since we have
\ j( ) = {000, 010}, a diagram X ∈ D( ) lies in the essential image of j∗ if and only

if the two following left-hand diagrams are right D-Beck-Chevalley at X,
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1

if 010

j

j

⇒

⇒=

=

1

00

iy

iy

if if

⇒

⇒=

⇒=

1

1

ib

000

j

j

⇒=

⇒

⇒=

=

1

00

iy

iy

ib ib

⇒

⇒=

⇒=

since the functor if : → sending 01 7→ 001, 11 7→ 111 and 10 7→ 100 admits a right
adjoint → given by 001, 011 7→ 01, 101, 111 7→ 11 and 100, 110 7→ 10. Hence the
two right-hand diagrams are also right D-Beck-Chevalley at X, which means that the
squares i∗f (X) and i∗b(X) are cartesian.

Lemma 7.4.3. A diagram X ∈ D(K) lies in the essential image of

k∗ : D( )→ D(K)

if and only if its squares i∗A(X) and i∗B(X) are cartesian.

Proof. By Proposition 7.1.10, since the functor k is fully faithful and K\k( ) = {A,B},
a diagram X ∈ D(K) lies in the essential image of k∗ if and only if the two following
left-hand diagrams are right D-Beck-Chevalley at X,

1

K

K K

iA A

k

k

⇒

⇒=

=

1

K K

00

iy

iy

iA iA

⇒

⇒=

⇒=

1

1

K

K K

iB

B

k

k

⇒=

⇒

⇒=

=

1

K K

00

iy

iy

iB iB

⇒

⇒=

⇒=

since the functor iB : → sending 01 7→ 001, 11 7→ 011 and 10 7→ 010 admits a right
adjoint → given by 001, 101 7→ 01, 011, 111 7→ 11 and 010, 110 7→ 10. Hence the
two right-hand diagrams are also right D-Beck-Chevalley at X, which means that the
squares i∗A(X) and i∗B(X) are cartesian.
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Corollary 7.4.4. A diagram X ∈ D(K) lies in the essential image of

f∗ : D( )→ D(K)

if and only if its squares i∗f (X), i∗b(X), i∗A(X) and i∗B(X) are cartesian.

Proof. Since Lemmas 7.4.2 and 7.4.3 hold and f = k◦j, the proof is essentially the same
as the proof of Corollary 7.2.3.

Back to our problem, the cube X ∈ D( ) that we consider gives rise to an object
in D(K) that lies in the essential image of f∗ : D( )→ D(K), by hypothesis on the front
and back faces and by construction of the pullbacks XA and XB. Hence the following
result shows that, under this construction, the square

X000 X100

XB XA

is a cartesian square.

Theorem 7.4.5. Let X ∈ D(K) be a cube such that the four squares i∗f (X), i∗b(X),
i∗A(X) and i∗B(X) are cartesian. Then the square i∗(X) is also cartesian.

Proof. By Corollary 7.4.4, the diagram X lies in the essential image of f∗ : → K.
Since i(00) = 000 does not lie in the image of f , by Proposition 7.4.1, it suffices to
show that the functor i : → (000 ↓ K \ {000}) admits a right adjoint to prove that
the square i∗(X) is cartesian. Note first that the category 000 ↓ K \ {000} is the full
subcategory K \ {000} of K, i.e. the small category

011 111

110

101001

100

010
AB

and the functor i : → K \{000} is the functor sending 01 7→ B, 00 7→ A and 10 7→ 100.
This functor admits a right adjoint K \ {000} → given by B, 010, 001, 011 7→ 01,
A, 110101, 111 7→ 00 and 100 7→ 10. This shows the result.
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8 Limits and Colimits
As another application, we characterize the initial and final functors and the homo-

topy initial and homotopy final functors in terms of limits and colimits of derivators.
In Section 8.1, the initial functors are defined as the functors u : A → B in Cat such
that the comma category u ↓ b is non-empty and connected for every b ∈ B, but they
are also often defined as the functors u : A → B in Cat which preserve limits under
precomposition with respect to every complete category C, i.e. there is an isomorphism

limB F ∼= limA F ◦ u

for every diagram F : B → C. More generally, we show in this section that the initial
functors are the ones which preserve the limits under precomposition with respect to
every derivator whose basic localizer contains the fundamental one.

Similarly, the homotopy initial functors are defined in Section 8.2 as the functors
u : A→ B in Cat such that the nerve of the comma category u ↓ b is homotopy equivalent
to a point for every b ∈ B, but they are also often defined as the functors u : A → B
in Cat which preserve homotopy limits under precomposition with respect to every model
categoryM, i.e. there is an isomorphism

holimB F ∼= holimA F ◦ u

for every diagram F ∈ Ho(MB). We show that they are actually the functors which
preserve limits under precomposition with respect to every derivator.

Finally, in Section 8.3, we prove general results about limits and colimits in derivators,
such as Fubini’s theorem for limits and colimits and how to compute limits and colimits
of shape the coproduct of two small categories with respect to every derivator.

8.1 Initial and Final Functors

The aim here is to show that initial (resp. final) functors in Cat are exactly the
functors u : A → B in Cat that preserve limits (resp. colimits) under precomposition
with respect to every derivator whose basic localizer contains the fundamental one. We
first recall the definitions of initial and final functors.
Definition 8.1.1. Let u : A→ B be a functor in Cat.
(i) The functor u is initial if for every b ∈ B the comma category u ↓ b is non-empty

and connected.

(ii) The functor u is final if for every b ∈ B the comma category b ↓ u is non-empty
and connected.

Remark 8.1.2. In other words, a functor in Cat is initial if it is W0-aspherical and it is
final if it is W0-coaspherical.

The fact that the initial and final functors are exactly the ones which preserve limits
or colimits under precomposition with respect to every derivator D such that W0 ⊆ WD
follows from the fact that there exist derivators whose basic localizer is W0, for example
the represented derivator of the categories Cat and Set.
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Theorem 8.1.3. Let u : A→ B be a functor in Cat.

(i) The functor u is initial if and only if, for every derivator D such that W0 ⊆ WD,
we have a natural isomorphism

limB
∼= limA u

∗.

(ii) The functor u is final if and only if, for every derivator D such that W0 ⊆ WD,
we have a natural isomorphism

colimA u
∗ ∼= colimB .

Proof. (i) Let u : A → B be an initial functor in Cat, i.e. a W0-aspherical functor, and
let D be a derivator such thatW0 ⊆ WD. Then the functor u is in particular D-aspherical
and Lemma 5.2.7 implies that we have a natural isomorphism limB

∼= limA u
∗.

Conversely, if a functor u : A → B in Cat is such that limB
∼= limA u

∗ for every
derivator D such that W0 ⊆ WD, it is in particular true for the represented derivator
associated to a cocomplete and complete category that is not equivalent to a preorder
category, e.g. the categories Set and Cat. Since the basic localizer associated to this
derivator is W0 (see Proposition 5.1.9), it follows from Lemma 5.2.7 that the functor u
is W0-aspherical, i.e. initial.
(ii) The proof is dual to (i).

As a corollary of this theorem, we have the usual characterization of initial (resp.
final) functors, i.e. for every cocomplete and complete category C and every diagram
F : B → C, there is an isomorphism

limB F ∼= limA F ◦ u (resp. colimA F ◦ u ∼= colimB F ).

where u : A→ B is an initial (resp. final) functor in Cat.

Corollary 8.1.4. Let u : A→ B be a functor in Cat.

(i) The functor u is initial if and only if, for every cocomplete and complete category C
and every diagram F : B → C, we have an isomorphism

limB F ∼= limA F ◦ u.

(ii) The functor u is final if and only if, for every cocomplete and complete category C
and every diagram F : B → C, we have an isomorphism

colimA F ◦ u ∼= colimB F.

Proof. Since the basic localizer associated to the represented derivator of a cocomplete
and complete category contains the fundamental basic localizer W0, by Theorem 4.1.23
and Proposition 5.1.9, and since there exists a represented derivator whose basic localizer
is W0, the result follows immediately from Theorem 8.1.3.
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Remark 8.1.5. It is actually sufficient to suppose that the category C is just complete
in (i) and that C is just cocomplete in (ii).

As an application of this theorem, we can compute the limit of diagrams of shape ∆
with respect to every derivator whose basic localizer contains the fundamental one,
where ∆ denotes the category of non-empty ordinal numbers and order-preserving maps,
i.e. the small category

∆ = [0] [1] [2] · · ·

Corollary 8.1.6. Let D be a derivator such thatW0 ⊆ WD and let ∆ denote the category
of non-empty ordinal numbers. For every diagram F ∈ D(∆),

lim∆ F = eq(F0
δ0
⇒
δ1
F1).

Proof. Consider the category

I = [0] [1]
0

1

and the inclusion functor i : I → ∆. We show that the functor i is initial. Let n ∈ N.
We have to prove that the category i ↓ [n] is non-empty and connected. If n = 0, the
category i ↓ [0] has two objects, namely ([0], [0]→ [0]) and ([1], [1]→ [0]), and these are
clearly connected. If n ≥ 1, the category i ↓ [n] has objects

([0], [0] k−→ [n]) and ([1], [1] (l,m)−→ [n])

where 0 ≤ k ≤ n and 0 ≤ l ≤ m ≤ n. Let us prove, for example, that the objects
([0], [0] k−→ [n]) and ([0], [0] l−→ [n]) are connected, where 0 ≤ k ≤ l ≤ n. The following
commutative diagram actually gives a zig-zag of morphisms between these objects.

[0]

[1]

[0]

[n]

k

(k, l)

l

0

1

The fact that the other objects of i ↓ [n] are connected follows from this in a similar
way. Hence i : I → ∆ is initial and, by Theorem 8.1.3, since W0 ⊆ WD, we have that
lim∆ ∼= limI i

∗. In other words, this means that lim∆ F = eq(F0 ⇒ F1), for every
diagram F ∈ D(∆).
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8.2 Homotopy Initial and Homotopy Final Functors

Similarly, we characterize the homotopy initial (resp. final) functors as the ones which
preserve limits (resp. colimits) under precomposition with respect to every derivator.
Here is a reminder of the definitions of homotopy initial and homotopy final functors.

Definition 8.2.1. Let u : A→ B be a functor in Cat.

(i) The functor u is homotopy initial if for every b ∈ B the nerve of the comma
category u ↓ b is homotopy equivalent to a point.

(ii) The functor u is homotopy final if for every b ∈ B the nerve of the comma
category b ↓ u is homotopy equivalent to a point.

Remark 8.2.2. In other words, a functor in Cat is homotopy initial if it isW∞-aspherical
and it is homotopy final if it is W∞-coaspherical.

As for initial and final functors, the fact that the homotopy initial and homotopy
final functors are exactly the ones which preserve limits or colimits under precomposition
with respect to every derivator follows from the fact that there exist derivators whose
basic localizer is W∞, for example the homotopy derivator of sSet.

Theorem 8.2.3. Let u : A→ B be a functor in Cat.

(i) The functor u is homotopy initial if and only if, for every derivator D, we have a
natural isomorphism

limB
∼= limA u

∗.

(ii) The functor u is homotopy final if and only if, for every derivator D, we have a
natural isomorphism

colimA u
∗ ∼= colimB .

Proof. (i) Let u : A → B be a homotopy initial functor in Cat, i.e. a W∞-aspherical
functor, and let D be a derivator. By Theorem 6.3.5, we have thatW∞ ⊆ WD and hence
the functor u is in particular D-aspherical. It follows from Lemma 5.2.7 that we have a
natural isomorphism limB

∼= limA u
∗.

Conversely, if a functor u : A → B in Cat is such that limB
∼= limA u

∗ for every
derivator D, it is in particular true for the homotopy derivator associated to the model
category sSet equipped with the Quillen model structure. Since its basic localizer isW∞
(see Theorem 6.4.6), it follows from Lemma 5.2.7 that the functor u is W∞-aspherical,
i.e. homotopy initial.
(ii) The proof is dual to (i).

Remark 8.2.4. If a functor in Cat admits a right adjoint, it is homotopy initial, since it
is W∞-aspherical by Proposition 4.1.14. By Theorem 8.2.3, this shows that left adjoint
functors preserve limits under precomposition with respect to every derivator. Dually, if
a functor in Cat admits a left adjoint, it is homotopy final, since it is W∞-coaspherical
by Proposition 4.1.14. By Theorem 8.2.3, this shows that right adjoint functors preserve
colimits under precomposition with respect to every derivator.
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As a corollary of Theorem 8.2.3, we obtain a characterization of the homotopy initial
(resp. final) functors in terms of homotopy limits (resp. colimits).

Corollary 8.2.5. Let u : A→ B be a functor in Cat.

(i) The functor u is homotopy initial if and only if, for every combinatorial model
categoryM and every F ∈ Ho(MB), we have an isomorphism

holimB F ∼= holimA F ◦ u.

(ii) The functor u is homotopy final if and only if, for every combinatorial model
categoryM and every F ∈ Ho(MB), we have an isomorphism

hocolimA F ◦ u ∼= hocolimB F.

Proof. Since the basic localizerW∞ is the minimal one, by Theorem 6.4.6, and since there
exists a homotopy derivator whose basic localizer is W∞, the result follows immediately
from Theorem 8.2.3.

8.3 General Results about Limits and Colimits

Finally, we show three general results about limits and colimits. The first one is
Fubini’s theorem for limits and colimits.

Theorem 8.3.1. Let D be a derivator. For all small categories A and B, we have

(i) limA×B ∼= limA limB
∼= limB limA, and

(ii) colimA×B ∼= colimA colimB
∼= colimB colimA.

Proof. (i) Let p : A→ 1 and q : B → 1. The following diagram commutes.

A×B A

B 1

1×q

p× 1 p

q

Since the derivator D is a 2-functor, the following diagram also commutes.

D(A×B) D(A)

D(B) D(1)

(1×q)∗

(p× 1)∗ ∆A

∆B

∆A×B
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In particular, by unicity of right adjoints,

limA×B ∼= limA(1×q)∗ = limA limB
∼= limB(p× 1)∗ = limB limA .

(ii) The proof is dual to (i).

Now we want to compute limits and colimits of shape the coproduct of two small
categories. The solution is that the limit of shape the coproduct of two small categories
is the product of the two limits of shape these categories and the colimit of shape the
coproduct of two small categories is the coproduct of the two colimits of shape these
categories. To show this, we first need a lemma.

Lemma 8.3.2. Let D be a derivator and let u : A → B and v : C → D be two functors
in Cat. The following diagram commutes

D(B qD)

D(B)× D(D)

D(Aq C)

D(A)× D(C)

' '

(uq v)∗

(u∗, v∗)

where the vertical arrows are the canonical equivalences given by axiom [D1].

Proof. Let iA : A → A q C, iC : C → A q C, iB : B → B q D and iD : D → B q D
denote the inclusions. The canonical equivalences of axiom [D1] are given explicitly by
(i∗A, i∗C) : D(AqC)→ D(A)×D(C) and (i∗B, i∗D) : D(BqD)→ D(B)×D(D). By definition
of the coproduct of two functors, the following diagrams commute.

A

Aq C

B

B qD

iA iB

u

uq v

C

Aq C

D

B qD

iC iD

v

uq v

This gives us the following equality of commutative diagrams.

D(B qD)

D(Aq C)

D(A) D(A)× D(C) D(C)

(uq v)∗

i∗A i∗C
(i∗A, i∗C)

=

D(B qD)

D(B)× D(D)D(B) D(D)

D(A) D(A)× D(C) D(C)

(i∗B, i∗D)
i∗B i∗D

(u∗, v∗)u∗ v∗
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By the universal property of products, this implies that the diagram

D(B qD)

D(B)× D(D)

D(Aq C)

D(A)× D(C)

(i∗B, i∗D) (i∗A, i∗C)

(uq v)∗

(u∗, v∗)

commutes.

Here are the definitions of the product of two limit functors and the coproduct of
two colimit functors.

Definition 8.3.3. Let D be a derivator. If A and B are small categories, we can define

(i) the functor limA× limB : D(AqB)→ D(1) as the composite

D(AqB) '−→ D(A)× D(B) (limA,limB)−−−−−−−→ D(1)× D(1) '−→ D(1q 1) ×−→ D(1),

where the equivalences are given by axiom [D1] and × = lim1q1, and

(ii) the functor colimAq colimB : D(AqB)→ D(1) as the composite

D(AqB) '−→ D(A)× D(B) (colimA,colimB)−−−−−−−−−−→ D(1)× D(1) '−→ D(1q 1) q−→ D(1),

where the equivalences are given by axiom [D1] and q = colim1q1.

Finally, we show that these functors are naturally isomorphic to the limit and colimit
functors of shape the coproduct of the two small categories respectively.

Theorem 8.3.4. Let D be a derivator. For all small categories A and B, we have

(i) limAqB ∼= limA× limB, and

(ii) colimAqB ∼= colimAq colimB.

Proof. (i) Let p : A → 1 and q : B → 1. Then, by Lemma 8.3.2, the following diagram
commutes.

D(1q 1)

D(1)× D(1)

D(AqB)

D(A)× D(B)

' '

(pq q)∗

(∆A,∆B) = (p∗, q∗)

By taking the right adjoint of three of the functors in the diagram, we obtain a diagram
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D(1q 1)

D(1)× D(1)

D(AqB)

D(A)× D(B)

' '

(pq q)∗

(limA, limB)

∼=

that commutes up to a natural isomorphism. Moreover, since the following left-hand
diagram commutes,

AqB 1q 1

1

pq q
D(AqB) D(1q 1)

D(1)

(pq q)∗

the right-hand diagram also commutes, and this gives us a natural isomorphism

D(1)

D(1q 1)

D(1)× D(1)

D(AqB)

D(A)× D(B)

' '

(pq q)∗

(limA, limB)

× limAqB

∼=

∼=

By definition of limA× limB, this means that limAqB ∼= limA× limB.
(ii) The proof is dual to (i).

Let A be a small category and let [1] denote the small category 0→ 1. Consider the
two functors i0 : A → A × [1], a 7→ (a, 0) and i1 : A → A × [1], a 7→ (a, 1). Then there
exists a cone category A M of A and a cocone category A O of A that are constructed
as the pushouts of the following squares.

A 1

A× [1] A M

i0 ∅

A 1

A× [1] A O

i1 ∗

The cone category A M has the same objects and morphisms as A plus an initial object ∅,
and the cocone category A O has the same objects and morphisms as A plus a terminal
object ∗. The last result says that the right Kan extension of the inclusion functor
i : A→ A M sends a diagram of shape A to its limit cone, and dually for colimits.
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Theorem 8.3.5. Let D be a derivator and let A be a small category.

(i) If i : A→ A M is the inclusion functor, for every diagram X ∈ D(A), we have

limAX ∼= i∗(X)∅,

where ∅ denotes the initial object of A M.

(ii) If j : A→ A O is the inclusion functor, for every diagram X ∈ D(A), we have

colimAX ∼= j!(X)∗,

where ∗ denotes the terminal object of A O.

Proof. (i) Note first that the square

A 1

A A M
∅

i

⇒

is a comma square. Let X ∈ D(A) be a diagram. Since the functor i is fully faithful and
A M \ i(A) = {∅}, by Proposition 7.1.10, the following diagram is right D-Beck-Chevalley
at i∗(X).

A 1

A A M

A M A M

∅

i

i

⇒

⇒=

By computing the right mate, we obtain i∗(X)∅ ∼= lim i∗i∗(X). Moreover, since the func-
tor i is fully faithful, the functor i∗ is fully faithful by Corollary 7.1.6 and i∗i∗(X) ∼= X
by Lemma 3.2.9. Finally, we obtain i∗(X)∅ ∼= limAX.
(ii) The proof is dual to (i).
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